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Latest developments



EXACT FUNCTIONAL
(THEORY OF EVERYTHING IN CM)

For a proof see: Abrikosov, Gorkov, Dzialoszynski book

SOME FORMULAS FOR SLIDES
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Richard Feynman

is stationary in the exact solution, i.e.,
gives free energy of the system.

useful to construct conserving approximations
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Luttinger-Ward functional (1950):
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universal functional 
independent of material 

expressible by the perturbation theory

2

+VXC [{⇢(r)}] n(r) (12)

VXC [{⇢(r)}] =
�EXC [{⇢(r)}

�⇢(r)
(13)

Eint[{⇢(r)}] = EHartree[{⇢(r)}] + EXC [{⇢(r)}] (14)

EXC [{⇢(r)}] ⇡
Z

dr⇢(r)"xc(⇢(r)) (15)

G(r⌧, r0⌧ 0) = hT⌧ 
†
(r0⌧ 0) (r, ⌧)i (16)

⇢(r) = G(r⌧, r⌧) (17)

"xc(n) (18)

⌦phonon

Eelectron
⌧ 1

⌃(k,!) = (19)

q k� q
k, " �k, #
Vk,k0

G�1
0 (r, r0) = [! + µ+r2 � Vext(r)]�(r� r0) (20)

�[{G}] = �Tr((G�1
0 �G�1

)G) + Tr log(�G) + �[{G}] (21)

��[{G}]
�G

(22)

2

+VXC [{⇢(r)}] n(r) (12)

VXC [{⇢(r)}] =
�EXC [{⇢(r)}

�⇢(r)
(13)

Eint[{⇢(r)}] = EHartree[{⇢(r)}] + EXC [{⇢(r)}] (14)

EXC [{⇢(r)}] ⇡
Z

dr⇢(r)"xc(⇢(r)) (15)

G(r⌧, r0⌧ 0) = hT⌧ (r, ⌧) 
†
(r0⌧ 0)i (16)

⇢(r) = G(r⌧, r⌧) (17)

2

+VXC [{⇢(r)}] n(r) (12)

VXC [{⇢(r)}] =
�EXC [{⇢(r)}

�⇢(r)
(13)

Eint[{⇢(r)}] = EHartree[{⇢(r)}] + EXC [{⇢(r)}] (14)

EXC [{⇢(r)}] ⇡
Z

dr⇢(r)"xc(⇢(r)) (15)

G(r⌧, r0⌧ 0) = hT⌧ 
†
(r0⌧ 0) (r, ⌧)i (16)

⇢(r) = G(r⌧, r⌧) (17)

Basic variable is Green’s function: == dynamic analog of charge density
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Other approaches in LW language

USEFUL  APPROXIMATIONS

1) Hartree-Fock:

Stationarity of          gives:
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KH Computational Physics- 2009 Hartree-Fock Method

Interpretation in terms of electron self-energy
In many-body problems, one usually defines the so-called self-energy. It is the quantity that
needs to be added to non-interacting Hamiltonian to get the interacting effective
Hamiltonian

Heff =

∫
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This term is just the lowest order term in perturbation expansion of self-energy in powers of
Coulomb repulsion and its diagrammatic representation in terms of Feyman diagrams is

Kristjan Haule, 2009 –5–
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Density Functional Theory:

local to a point in 3D space in LDA
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�⇢(r)
(13)

Eint[{⇢(r)}] = EHartree[{⇢(r)}] + EXC [{⇢(r)}] (14)

EXC [{⇢(r)}] ⇡
Z

dr⇢(r)"xc(⇢(r)) (15)

G(r⌧, r0⌧ 0) = hT⌧ 
†
(r0⌧ 0) (r, ⌧)i (16)

⇢(r) = G(r⌧, r⌧) (17)

"xc(n) (18)

⌦phonon

Eelectron
⌧ 1

⌃(k,!) = (19)

q k� q
k, " �k, #
Vk,k0

G�1
0 (r, r0) = [! + µ+r2 � Vext(r)]�(r� r0) (20)

�[{G}] = �Tr((G�1
0 �G�1

)G) + Tr log(�G) + �[{G}] (21)

��[{G}]
�G

= 0 (22)

�[{G}] ⇡ EHartree[{⇢}] + Exc[{⇢}] (23)

�[{G}] ⇡ Exc[{⇢}] (24)

�[{Gij}] ⇡ �[{Gii}] (25)

�[{G}] = �

DMFT
[{Glocal}] (26)

Exact DFT appears as 
an approximation to the Green’s function!

Hartree-Fock approximation:

Dynamical Mean Field 
Theory:

all local Feynman diagrams  
(in fully dressed perturbation theory)

1

�[{Gij}] ⇡ EH [{⇢}] + �[{Gii}] (1)

RPA& 
GW:

Truncation in the space 
of Feynm

an diagram
s

Truncation in the real space
1

�[{G}] ! EH [⇢] + EXC [⇢] (1)

�

�G
�[{G}] = �

�G

�
�Tr((G�1

0 �G�1
)G) + Tr log(�G) + EH [⇢] + EXC [⇢]

�
(2)



Functional Point of  view
Gabriel Kotliar

i is site or cluster

DMFT for lattice models:

7

ˆVC ! ˆUC

h ˆUCi =
1

2

X

↵�

F 0h †
↵ 

†
� � ↵i+ · · · = F 0Natom(Natom � 1)

2

+ · · · (80)

n↵n↵ = n↵ (81)

h ˆUCi = F 0Natom(Natom � 1)

2

� JH
Natom

2

(

Natom

2

� 1)

Vdc[Natom] =

�h ˆUCi
�Natom

= F 0
(Natom � 1

2

)� JH
2

(Natom � 1) (82)

�

DC
(nlocal, ˆUC) = Vdc[Natom]nlocal (83)

�

DC
(nlocal, ˆUC) = F 0nlocal(nlocal � 1)

2

� JH
nlocal

2

(

nlocal

2

� 1) (84)

�[G] = �

LDA
[⇢] +

X

i2corr

�

DMFT
[Gi

local]� �

DC
[⇢ilocal] (85)

��[{Gii]}
�Gii

= (86)

=

��[{Gimp]}
�Gimp

(87)

(88)

Gii = Gimp (89)

�[{Gij}] !
X

i

�[{Gii}] (90)

�DMFT [{G}] = �Tr((G�1
0 �G�1

)G) + Tr log(�G) +

X

i

�[{Gii}] (91)

DMFT is projector dependent approximation

DMFT for continuous problems:

1

�[{G}] ! EH [⇢] + EXC [⇢] (1)

�[{G}] = �Tr((G�1
0 �G�1

)G) + Tr log(�G) + EH [⇢] + EXC [⇢] (2)

�

�G
�[{G}] = �

�G

�
�Tr((G�1

0 �G�1
)G) + Tr log(�G) + EH [⇢] + EXC [⇢]

�
= 0 (3)

�G�1
0 +G�1

+

�(EH [⇢] + EXC [⇢])

�G
= 0 (4)

�EXC [⇢]

�G
=

�⇢

�G

�EXC [⇢]

�⇢
= �(⌧ � ⌧ 0)�(r� r0)VXC [⇢] (5)

G�1
0 �G�1

= (VH [⇢] + VXC [⇢])�(⌧ � ⌧ 0)�(r� r0) (6)

G�1
(rr0, i!) =

✓
i! + µ� (

�~2
2me

r2
+ Vext(r) + VH [⇢] + VXC [⇢])

◆
�(r� r0) (7)

where

⇢(r) = �(r� r0)T
X

i!

G(rr0, i!) (8)

✓
�~2
2me

r2
+ Vext(r) + VH [⇢] + VXC [⇢])

◆
 k,i(r) = "k k,i(r) (9)

G(rr0, i!) =  ⇤
ik(r)

1

i! + µ� "k,i
 ik(r

0
) (10)

⇢(r) = �(r� r0)T
X

i!

G(rr0, i!) =
X

ik

 ⇤
ik ik f("k,i � µ) (11)

EXC [⇢] (12)

�[{G}] (13)

G�1
0 = G�1

local + ⌃local (14)

�[{G}] !
X

Ri

�[{ ˆPRiG}] (15)

Need to define projector to site (or cluster):

1

�[{G}] ! EH [⇢] + EXC [⇢] (1)

�[{G}] = �Tr((G�1
0 �G�1

)G) + Tr log(�G) + EH [⇢] + EXC [⇢] (2)

�

�G
�[{G}] = �

�G

�
�Tr((G�1

0 �G�1
)G) + Tr log(�G) + EH [⇢] + EXC [⇢]

�
= 0 (3)

�G�1
0 +G�1

+

�(EH [⇢] + EXC [⇢])

�G
= 0 (4)

�EXC [⇢]

�G
=

�⇢

�G

�EXC [⇢]

�⇢
= �(⌧ � ⌧ 0)�(r� r0)VXC [⇢] (5)

G�1
0 �G�1

= (VH [⇢] + VXC [⇢])�(⌧ � ⌧ 0)�(r� r0) (6)

G�1
(rr0, i!) =

✓
i! + µ� (

�~2
2me

r2
+ Vext(r) + VH [⇢] + VXC [⇢])

◆
�(r� r0) (7)

where

⇢(r) = �(r� r0)T
X

i!

G(rr0, i!) (8)

✓
�~2
2me

r2
+ Vext(r) + VH [⇢] + VXC [⇢])

◆
 k,i(r) = "k k,i(r) (9)

G(rr0, i!) =  ⇤
ik(r)

1

i! + µ� "k,i
 ik(r

0
) (10)

⇢(r) = �(r� r0)T
X

i!

G(rr0, i!) =
X

ik

 ⇤
ik ik f("k,i � µ) (11)

EXC [⇢] (12)

�[{G}] (13)

G�1
0 = G�1

local + ⌃local (14)

�[{G}] !
X

Ri

�[{ ˆPRiG}] (15)



How is correlation potential determined?
Solid with 1023 

electrons

Electron gas problem

uniform positive  
background

electron cloud

To determine e-e correlation  
potential, 

each point in space  
is mapped to

In DMFT we want to lift the restriction and compute all 
correlations local to a given site (not given point in space). 

LDA

projector defines what is a “site” in DMFT, 
typically an ion with open d of f shell.

1

�[{G}] ! EH [⇢] + EXC [⇢] (1)

�[{G}] = �Tr((G�1
0 �G�1

)G) + Tr log(�G) + EH [⇢] + EXC [⇢] (2)

�

�G
�[{G}] = �

�G

�
�Tr((G�1

0 �G�1
)G) + Tr log(�G) + EH [⇢] + EXC [⇢]

�
= 0 (3)

�G�1
0 +G�1

+

�(EH [⇢] + EXC [⇢])

�G
= 0 (4)

�EXC [⇢]

�G
=

�⇢

�G

�EXC [⇢]

�⇢
= �(⌧ � ⌧ 0)�(r� r0)VXC [⇢] (5)

G�1
0 �G�1

= (VH [⇢] + VXC [⇢])�(⌧ � ⌧ 0)�(r� r0) (6)

G�1
(rr0, i!) =

✓
i! + µ� (

�~2
2me

r2
+ Vext(r) + VH [⇢] + VXC [⇢])

◆
�(r� r0) (7)

where

⇢(r) = �(r� r0)T
X

i!

G(rr0, i!) (8)

✓
�~2
2me

r2
+ Vext(r) + VH [⇢] + VXC [⇢])

◆
 k,i(r) = "k k,i(r) (9)

G(rr0, i!) =  ⇤
ik(r)

1

i! + µ� "k,i
 ik(r

0
) (10)

⇢(r) = �(r� r0)T
X

i!

G(rr0, i!) =
X

ik

 ⇤
ik ik f("k,i � µ) (11)

EXC [⇢] (12)

�[{G}] (13)

G�1
0 = G�1

local + ⌃local (14)

�[{G}] !
X

Ri

�[{ ˆPRiG}] (15)



DMFT approximation:

in continuum requires discretization of projector, 

where                             forms a basis on a given atom

1

�[{G}] ! EH [⇢] + EXC [⇢] (1)

�[{G}] = �Tr((G�1
0 �G�1

)G) + Tr log(�G) + EH [⇢] + EXC [⇢] (2)

�

�G
�[{G}] = �

�G

�
�Tr((G�1

0 �G�1
)G) + Tr log(�G) + EH [⇢] + EXC [⇢]

�
= 0 (3)

�G�1
0 +G�1

+

�(EH [⇢] + EXC [⇢])

�G
= 0 (4)

�EXC [⇢]

�G
=

�⇢

�G

�EXC [⇢]

�⇢
= �(⌧ � ⌧ 0)�(r� r0)VXC [⇢] (5)

G�1
0 �G�1

= (VH [⇢] + VXC [⇢])�(⌧ � ⌧ 0)�(r� r0) (6)

G�1
(rr0, i!) =

✓
i! + µ� (

�~2
2me

r2
+ Vext(r) + VH [⇢] + VXC [⇢])

◆
�(r� r0) (7)

where

⇢(r) = �(r� r0)T
X

i!

G(rr0, i!) (8)

✓
�~2
2me

r2
+ Vext(r) + VH [⇢] + VXC [⇢])

◆
 k,i(r) = "k k,i(r) (9)

G(rr0, i!) =  ⇤
ik(r)

1

i! + µ� "k,i
 ik(r

0
) (10)

⇢(r) = �(r� r0)T
X

i!

G(rr0, i!) =
X

ik

 ⇤
ik ik f("k,i � µ) (11)

EXC [⇢] (12)

�[{G}] (13)

G�1
0 = G�1

local + ⌃local (14)

�[{G}] !
X

Ri

�[{ ˆPRiG}] (15)

for example:

2

ˆPRi(rr
0
) ! PRi(↵�) =

Z
drdr0PRi(↵�; rr

0
) (16)

PRi(rr
0
) ! PRi(↵�) =

Z
drdr0�↵(r�Ri)�

⇤
�(r

0 �Ri) (17)

�

�G
�[{G}] = �G�1

0 +G�1
+

�
P

Ri
�[{

R
drdr0P(↵�; rr0;Ri)G(rr0)}]

�G
= 0 (18)

�

�G
�[{G}] = �G�1

0 +G�1
+

X

Ri,↵�

P(↵�; rr0;Ri)
��[{Glocal,Ri,↵�}]

�Glocal,Ri,↵�
= 0 (19)

⌃local,Ri,�↵ =

��[{Glocal,Ri,↵�}]
�Glocal,Ri,↵�

(20)

⌃(rr0) =
X

Ri,↵�

P(↵�; rr0;Ri)⌃local,Ri,↵� (21)

Glocal,Ri,↵� ⌘
Z

drdr0P(↵�; rr0;Ri)G(rr0) (22)

G�1
0 �G�1

=

X

Ri,↵�

P(↵�; rr0;Ri)⌃local,Ri,↵� (23)

P(rr0;�R/2) = �left(r)�
⇤
left(r

0
) (24)

P(rr0; +R/2) = �right(r)�
⇤
right(r

0
) (25)

|1�g(H
+
)i (26)

|1�u(H
+
)i (27)

�left
(r) =

1p
2

(hr|1�g(H
+
)i � hr|1�u(H

+
)i) (28)

�right
(r) =

1p
2

(|r|1�g(H
+
)i+ hr|1�u(H

+
)i) (29)

(30)

2

ˆPRi ! PRi(↵�) =

Z
drdr0PRi(↵�; rr

0
) (16)

PRi(rr
0
) ! PRi(↵�) =

Z
drdr0�↵(r�Ri)�

⇤
�(r

0 �Ri) (17)

�

�G
�[{G}] = �G�1

0 +G�1
+

�
P

Ri
�[{

R
drdr0PRi(↵�; rr

0
)G(rr0)}]

�G
= 0 (18)

�

�G
�[{G}] = �G�1

0 +G�1
+

X

Ri,↵�

PRi(↵�; rr
0
)

��[{Glocal,Ri,↵�}]
�Glocal,Ri,↵�

= 0 (19)

⌃local,Ri,↵� =

��[{Glocal,Ri,�↵}]
�Glocal,Ri,�↵

(20)

⌃(rr0) =
X

Ri,↵�

PRi(↵�; rr
0
)⌃local,Ri,↵� (21)

Glocal,Ri,↵� =

Z
drdr0PRi(↵�; rr

0
)G(rr0) (22)

G�1
0 �G�1

=

X

Ri,↵�

PRi(↵�; rr
0
)⌃local,Ri,↵� (23)

P�R/2(rr
0
) = �left(r)�

⇤
left(r

0
) (24)

P+R/2(rr
0
) = �right(r)�

⇤
right(r

0
) (25)

|1�g(H
+
)i (26)

|1�u(H
+
)i (27)

�left
(r) =

1p
2

(hr|1�g(H
+
)i � hr|1�u(H

+
)i) (28)

�right
(r) =

1p
2

(|r|1�g(H
+
)i+ hr|1�u(H

+
)i) (29)

(30)

�[{G}] ! EH [⇢] + ELDA
XC [⇢] +

X

Ri2corr.

�

DMFT
[{Glocal,Ri}]� �

DC
[{⇢local,Ri}] (31)

�[{G}] = �Tr((G�1
0 �G�1

) + Tr log(�G) + �

LDA
[⇢] +

X

Ri2corr.

�

DMFT
[{Glocal,Ri}]� �

DC
[{⇢local,Ri}] (32)

quasi atomic orbitals 
(locally complete set)

so that:

1

�
↵

(r�R
i

) ⌘ hr|�i

↵

i (1)

Gi

local

(r, r0) =
X

↵�

hr|�i

↵

i h�i

↵

|G|�i

�

i h�i

�

|r0i (2)

↵, beta are orbital-spin indices

1

�
↵

(r�R
i

) ⌘ hr|�i

↵

i (1)

Gi

local

(r, r0) =
X

↵�

hr|�i

↵

i h�i

↵

|G|�i

�

i h�i

�

|r0i (2)

↵, beta are orbital-spin indices

1

�
↵

(r�R
i

) ⌘ hr|�i

↵

i (1)

Gi

local

(r, r0) =
X

↵�

hr|�i

↵

i h�i

↵

|G|�i

�

i h�i

�

|r0i (2)

↵,� are orbital-spin indices

The continuos DMFT problem



HOW LOCAL ARE CORRELATIONS?
Correlations are local in large d (large connectivity z) 
where DMFT is exact -- Weiss mean field theory

What about finite D? What about 0?

H2 molecule:



Archetypal problem of strong  correlations:

DMFT exact in ∞ D, or large connectivity Z 
It is not expected to be good for low-D problems 

(like H2 molecule)

Error of total energy using LDA+DMFT <0.2%!

LDA+DMFT

HF+DMFT

exact

Juho Lee, KH, PRB 91, 155144 (2015).

DMFT captures exact atomic limit 
accurate at large R!

LDA and GW fail at large R too

R-Hartree-Fock fails 
(both electrons at the same nucleus)

some cluster corrections needed at 
the breaking point of the molecule

How local are correlations ? 
0-D test of the single site DMFT.



𝚪[G] Is stationary and gives free energy of the system.

1

�[G] = Tr logG� Tr((G�1
0 �G�1

)G) + EH+XC
[⇢] + �

DMFT
[Glocal]� �

H+XC
[⇢local](1)

G�1
0 = i! + µ+r2 � Vext(r)]�(r� r0) (2)

Green’s function

non-interacting part of G
Hartree + XC 

functional

sum of all “local”
Feynman diagrams
for correlated ions.

double-counted
interaction

(we know exactly) 1

��[G]

�G
= 0 (1)because

1

��[G]

�G
= 0 (1)

G�1 �G�1
0 + VH+XC�(r� r0)�(⌧ � ⌧ 0) + P̂

��DMFT [Glocal]

�Glocal
� P̂

��DC [⇢local]

�⇢local
�(r� r0)�(⌧ � ⌧ 0)(2)

1

��[G]

�G
= 0 (1)

G�1 �G�1
0 + VH+XC�(r� r0)�(⌧ � ⌧ 0) + P̂

��DMFT [Glocal]

�Glocal
� P̂

��DC [⇢local]

�⇢local
�(r� r0)�(⌧ � ⌧ 0)(2)

1

��[G]

�G
= 0 (1)

G�1 �G�1
0 + VH+XC�(r� r0)�(⌧ � ⌧ 0) + P̂

��DMFT [Glocal]

�Glocal
� P̂

��DC [⇢local]

�⇢local
�(r� r0)�(⌧ � ⌧ 0) = 0(2)

Stationarity : 1st order error in G leads to 2nd order error in free energy.

Vc VDMFT VDMFT

Note: Migdal-Galitskii formula gives non-stationary total energies in DFT+DMFT.

DFT+Embedded Dynamical Mean Field Theory 

4

EX
VDMFT

[{⇢}] = �1

2

Z
drdr0

 
X

mm0

hr|�imi h�im| ⇢ |�im0i h�im0 |r0i
! 

X

m00m000

hr0|�im00i h�im00 | ⇢ |�im000i h�im000 |ri
!
VDMFT (r� r0)

= �1

2

X

m,m0,m00,m00

h�im|⇢|�im0i h�im00 |⇢|�im000i
Z

drdr0�i⇤m000(r)�i⇤m0(r0)VDMFT (r� r0)�im00(r0)�im(r)

= �1

2

X

m,m0,m00,m00

⇢imm0⇢im00m000 h�im000�im0 |VDMFT |�im00�imi

�

DC,X
= �1

2

Z
drdr0⇢0(r, r0)⇢0(r0r)VDMFT (r� r0) (44)

EF =

⇣
2⇡2

(

ˆP⇢)2/3
⌘
/(2m)

G�1
0 = [i!n + µ+r2 � Vnuc(r)]�(r� r0) (45)

G ! ˆPG

VC ! VDMFT

�VDMFT [{Glocal}]

Eelectron�gas
[

ˆP⇢ = ⇢loc, VDMFT ] =

Z
dr⇢loc(r)"

VDMFT
c (⇢loc(r))

Tr(

�"k!n

i! + µ� "k!n

) = Tr(| ik!ni
1

i! + µ� "k!n

h ik!n |
X

Rµ,mm0

|�µmi h�µm|�(⌃� VDC)|�µm0i h�µm0 |) + ...

= Tr(G
X

Rµ,mm0

|�µmi h�µm|�(⌃� VDC)|�µm0i h�µm0 |) + ...

= Tr(Gloc�(⌃� VDC)) + ...



We extremize a DFT-DMFT functional in real space:  no need 
to build tight-binding model Hamiltonian ( Wannier orbitals ).

Solid with 1023 
electrons

Auxiliary problem is a 
“interacting atom”  
in a self-consistent 

medium/entanglement

electron cloud 
+ 

interacting ion

E-DMFT To determine e-e 
correlation potential, 

each atom is mapped to  
auxiliary quantum 

impurity 
problem 

Auxiliary problem is a  
non-interacting problem 

in self-consistent 
medium

uniform positive  
background 

+ 
electron cloud

To determine e-e 
correlation potential, 
each point in space  

is mapped to the uniform 
electron gas problem.

LDA

Note: The trick of mapping is used only to determine the exchange-correlation 
potential, while the kinetic energy and Hartree term are always treated exactly.

Embedded Dynamical Mean Field Theory Functional

Quantum impurity model
solved by Monte Carlo

1

�[G] = Tr logG� Tr((G�1
0 �G�1

)G) + EH+XC
[⇢] + �

DMFT
[Glocal]� �

H+XC
[⇢local](1)

G�1
0 = i! + µ+r2 � Vext(r)]�(r� r0) (2)

Vc VDMFT VDMFT



Discretized problem can be handled in similar way as a lattice models.
Extremization:

or

1

�↵(r�Ri) ⌘ hr|�i
↵i (1)

Gi
local(r, r

0
) =

X

↵�

hr|�i
↵i h�i

↵|G|�i
�i h�i

� |r0i (2)

↵,� are orbital-spin indices

�

�G
�[{G}] = G�1 �G�1

0 +

�EH+XC
Vc

[⇢]

�G
+

�
P

Ri
�VDMFT [{

R
drdr0�↵(r�Ri)G(rr0)�⇤

�(r
0 �Ri)}]

�G
(3)
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And Embed self-energies to continuum space by

On each correlated site     we have to solve a 
quantum impurity model with       orbitals
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REQUIREMENT FOR STATIONARITY

Return to definition 
of the projector:

Return to saddle point Eq.:

Projector should not depend on the solution
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otherwise more complicated terms would appear…
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Double-Counting

Approximation A Approximation BDC

Some part of exchange/correlations counted in both 
approximations. 



Double-Counting

DC : intersection of DMFT 
and LDA approximation
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= 0LDA functional 

LDA-XC:

Hartree:
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Sum of all skeleton diagrams
local to correlated ions

DMFT:
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Double-Counting of Hartree

Exact Hartree Hartree term included

LDA approximation 

Exact Hartree: 
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This approximation for Hartree term appears in 
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Double counting to subtract is the DMFT approximation for the Hartree term:
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Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approximation Eq. 7.

When the two Luttinger-Ward functionals are added in LDA+DMFT, we must subtract the entire DMFT approxi-
mation for Hartree term Eq. 7, because this term was already accounted for by LDA exactly, hence no extra DMFT
term is needed to this order.
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where f is the fermi function (at T = 0) and EF = (2⇡2
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Notice that the LDA exchange is obtained from Eq. 8 by replacing the density ⇢�(r, r0) of the solid by the simpler
density of the electron gas problem, ⇢0�. The only way the real solid and electron gas problem are linked is throuh
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Now, having both LDA and DMFT functionals for exchange written in the same form, Eq. 9 and Eq. 13, it becomes
clear how to perform LDA approximation on DMFT functional, or, DMFT approximation on LDA functional. This
is the double-counting term.

In the DMFT approximation on top of LDA functional Eq. 9, we need to replace V
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replace real density P̂⇢ by ⇢

0 of electron gas, and determine the fermi level EF by the density of the solid P̂⇢ = ⇢local.
In both cases, we arrive at the exact intersection of the two methods (for exchange term):
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We can continue the same derivation for the correlation term. The result is easiest to derive if we perform the
DMFT approximation on LDA functional. The resulting double-counting of LDA+DMFT is
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Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approximation Eq. 7.
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Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approximation Eq. 7.

When the two Luttinger-Ward functionals are added in LDA+DMFT, we must subtract the entire DMFT approxi-
mation for Hartree term Eq. 7, because this term was already accounted for by LDA exactly, hence no extra DMFT
term is needed to this order.

Next we consider the exchange term. The exact exchange takes the following form:
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However, the LDA method does not take into account the exact exchange term, but it approximates it with the
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where f is the fermi function (at T = 0) and EF = (2⇡2
⇢)2/3/(2m) .

Notice that the LDA exchange is obtained from Eq. 8 by replacing the density ⇢�(r, r0) of the solid by the simpler
density of the electron gas problem, ⇢0�. The only way the real solid and electron gas problem are linked is throuh
determination of EF of the corresponding electron gas problem.

The DMFT approximates the exact exchange Eq. 8 by the following truncation of variables,
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Now, having both LDA and DMFT functionals for exchange written in the same form, Eq. 9 and Eq. 13, it becomes
clear how to perform LDA approximation on DMFT functional, or, DMFT approximation on LDA functional. This
is the double-counting term.

In the DMFT approximation on top of LDA functional Eq. 9, we need to replace V
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c with V
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c and replace ⇢ in

the electron gas fermi level EF with ⇢local. When performing LDA approximation on the DMFT functional Eq. 13, we
replace real density P̂⇢ by ⇢

0 of electron gas, and determine the fermi level EF by the density of the solid P̂⇢ = ⇢local.
In both cases, we arrive at the exact intersection of the two methods (for exchange term):
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We can continue the same derivation for the correlation term. The result is easiest to derive if we perform the
DMFT approximation on LDA functional. The resulting double-counting of LDA+DMFT is
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Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approximation Eq. 7.
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Intersection of both approximations: apply both approximations to the functional 
1) Interaction is screened in DC term
2) Use projected density in DC term
3) Replace exact expression by electron gas expression 

Exact Exchange: 

exchange of electron gas, 
matching electron density 

LDA approximation: 

Double-Counting of Exchange

3

Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approximation Eq. 7.

When the two Luttinger-Ward functionals are added in LDA+DMFT, we must subtract the entire DMFT approxi-
mation for Hartree term Eq. 7, because this term was already accounted for by LDA exactly, hence no extra DMFT
term is needed to this order.

Next we consider the exchange term. The exact exchange takes the following form:
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where f is the fermi function (at T = 0) and EF = (2⇡2
⇢)2/3/(2m) .

Notice that the LDA exchange is obtained from Eq. 8 by replacing the density ⇢�(r, r0) of the solid by the simpler
density of the electron gas problem, ⇢0�. The only way the real solid and electron gas problem are linked is throuh
determination of EF of the corresponding electron gas problem.

The DMFT approximates the exact exchange Eq. 8 by the following truncation of variables,
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Now, having both LDA and DMFT functionals for exchange written in the same form, Eq. 9 and Eq. 13, it becomes
clear how to perform LDA approximation on DMFT functional, or, DMFT approximation on LDA functional. This
is the double-counting term.

In the DMFT approximation on top of LDA functional Eq. 9, we need to replace V

�=0
c with V

�
c and replace ⇢ in

the electron gas fermi level EF with ⇢local. When performing LDA approximation on the DMFT functional Eq. 13, we
replace real density P̂⇢ by ⇢

0 of electron gas, and determine the fermi level EF by the density of the solid P̂⇢ = ⇢local.
In both cases, we arrive at the exact intersection of the two methods (for exchange term):
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We can continue the same derivation for the correlation term. The result is easiest to derive if we perform the
DMFT approximation on LDA functional. The resulting double-counting of LDA+DMFT is
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Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
The LDA implementation includes the exact Hartree term Eq. 6, and DMFT includes the approximation Eq. 7.

When the two Luttinger-Ward functionals are added in LDA+DMFT, we must subtract the entire DMFT approxi-
mation for Hartree term Eq. 7, because this term was already accounted for by LDA exactly, hence no extra DMFT
term is needed to this order.
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where f is the fermi function (at T = 0) and EF = (2⇡2
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Notice that the LDA exchange is obtained from Eq. 8 by replacing the density ⇢�(r, r0) of the solid by the simpler
density of the electron gas problem, ⇢0�. The only way the real solid and electron gas problem are linked is throuh
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Now, having both LDA and DMFT functionals for exchange written in the same form, Eq. 9 and Eq. 13, it becomes
clear how to perform LDA approximation on DMFT functional, or, DMFT approximation on LDA functional. This
is the double-counting term.

In the DMFT approximation on top of LDA functional Eq. 9, we need to replace V

�=0
c with V

�
c and replace ⇢ in

the electron gas fermi level EF with ⇢local. When performing LDA approximation on the DMFT functional Eq. 13, we
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We can continue the same derivation for the correlation term. The result is easiest to derive if we perform the
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Notice that when this expression is written in orbital basis, it gives exactly the Hartree term, which appears in DMFT.
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Now, having both LDA and DMFT functionals for exchange written in the same form, Eq. 9 and Eq. 13, it becomes
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Stationary Free Energy Functional

total energy than the Luttinger-Ward functional. Only the
evaluation of the latter is guaranteed to give stationary free
energies. We will give numerical evidence that evaluation
of the MGF in Eq. (1) gives different results than evaluation
of the Luttinger-Ward functional, which strongly suggests
that Eq. (1) gives nonstationary total energies.
The Luttinger-Ward functional of DFTþ DMFT has

been well known for several years [17], but it has never
been successfully implemented to compute the free energy
of solids. It has the following form:

Γ½G# ¼Tr logG−Tr½ðG−1
0 −G−1ÞG#þEH½ρ#

þExc½ρ#þΦDMFT½P̂G#−ΦDC½P̂ρ#þEnuc-nuc; ð2Þ

whereG−1
0 ðrr0;iωÞ¼½iωþμþ∇2−VextðrÞ#δðr−r0Þ,ΦDMFT½P̂G#

is the DMFT functional, which is the sum of all local
skeleton Feynman diagrams. The projected Green’s func-
tion P̂G≡Glocal ¼

P
LL0 jϕLihϕLjGjϕL0 hϕL0 j and the pro-

jected density P̂ρ≡ ρlocal are computed with projection to a
set of localized functions jϕi centered on the “correlated”
atom. The projection defines the local Green’s function
Glocal, the essential variable of the DMFT.
The variation of functional Γ½G# with respect to G

(δΓ½G#=δG) gives

G−1−G−1
0 þðVHþVxcÞδðr− r0Þδðτ− τ0Þ

þ P̂
δΦDMFT½Glocal#

δGlocal
− P̂

δΦDC½ρlocal#
δρlocal

δðr− r0Þδðτ− τ0Þ¼ 0;

ð3Þ

which vanishes, since it is equal to the Dyson equation that
determines a self-consistent G; hence, the functional is
stationary.
The value of the functional Γ at the self-consistently

determined G delivers the free energy of the system [41].
We evaluate it by inserting G−1

0 − G−1 from Eq. (3) into
Eq. (2) to obtain

F ¼ Enuc-nuc − Tr½ðVH þ VxcÞρ# þ EH½ρ# þ Exc½ρ#
þ Tr logG − Tr logGloc þ Fimp

þ TrðVdcρlocÞ − ΦDC½ρloc# þ μN; ð4Þ

where we denoted Vdc ≡ δΦDC½ρlocal#=δρlocal and Fimp is
the free energy of the impurity problem, i.e., Fimp ¼
Tr logGloc − TrðΣGlocÞ þ ΦDMFT½Gloc# [4]. Here we also
use the fact that the solution of the auxiliary impurity
problem delivers the exact local Green’s function, i.e.,
Σ ¼ δΦDMFT½Glocal#=δGlocal, and we added μN because we
work at a constant electron number.
The crucial point is that the continuous time quantum

Monte Carlo (CTQMC) method [44,45] solves the quan-
tum impurity model (QIM) numerically exactly; hence, we

can compute very precisely the impurity internal energy as
well as the free energy Fimp of this model. As the impurity
configurations are visited with probability proportional to
their contribution to the partition function (Pk ¼ Zk=Z),
and since probability for kth order term Pk is easily
sampled by CTQMC algorithm, we can compute the value
of the partition function Z if we know the partition function
at any order of the perturbation theory k. The zeroth order
corresponds to the atomic state, hence, Z0 ¼ Zatom, which
can be directly computed from the knowledge of the atomic
energies. Hence as long as the probability for zeroth
perturbation order is above the QMC noise level
(≈10−5), which is always the case at sufficiently high
temperature, we can compute the impurity free energy from

Fimp ¼ −T½logðZatomÞ − logðP0Þ#: ð5Þ

This is because Z ¼ expð−Fimp=TÞ.
When the temperature is low, P0 becomes exponentially

small, and we can no longer determine Fimp to high enough
precision in this way. However, we can compute very
precisely the internal energy of the impurity at arbitrary
temperature. The internal energy of QIM Eimp is given by

Eimp ¼ Tr
!"

Δþ εimp − ωn
dΔ
dωn

#
Gimp

$
þ Eimp-pot; ð6Þ

which follows directly from the thermodynamic average
of the QIM Hamiltonian. Here the hybridization Δ and
impurity levels εimp are determined from the local green’s
function by the standard DMFT self-consistency condition
G−1

local ¼ iωn − εimp − Σ − Δ. These quantities can be com-
puted very precisely by CTQMC calculations [4]; hence,
the impurity internal energy can be easily computed with
the precision of a fraction of a meV.
To compute the precise impurity free energy Fimp at

temperature T we first converge DFTþ DMFT equations to
high accuracy at this temperature T. Using converged
impurity hybridizationΔðiωnÞ atT, we raise the temperature
of the impurity (keeping Δ fixed) to T>, which is chosen
such that P0 becomes of the order of 10−5 or higher. This
allows us to compute FimpðT>Þ using Eq. (5). We can also
compute entropy at T> from S>¼½EimpðT>Þ−FimpðT>Þ#=
T>. Next, we evaluate the impurity internal energy for
several inverse temperatures β ¼ 1=T between 1=T and
1=T>, and then we use standard thermodynamic relations to
obtain entropy at lower temperature T by

SðTÞ ¼ S> −
EimpðT>Þ

T>
þ
EimpðTÞ

T
−
Z

1=T

1=T>

Eimpð1=βÞdβ

ð7Þ

where β ¼ 1=T. This formula is obtained integrating by
parts the standard formula S ¼

R
cv=TdT and cv ¼ dE=dT.

We hence obtain Simp and Fimp ¼ Eimp − TSimp at T which
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total energy than the Luttinger-Ward functional. Only the
evaluation of the latter is guaranteed to give stationary free
energies. We will give numerical evidence that evaluation
of the MGF in Eq. (1) gives different results than evaluation
of the Luttinger-Ward functional, which strongly suggests
that Eq. (1) gives nonstationary total energies.
The Luttinger-Ward functional of DFTþ DMFT has

been well known for several years [17], but it has never
been successfully implemented to compute the free energy
of solids. It has the following form:

Γ½G# ¼Tr logG−Tr½ðG−1
0 −G−1ÞG#þEH½ρ#

þExc½ρ#þΦDMFT½P̂G#−ΦDC½P̂ρ#þEnuc-nuc; ð2Þ

whereG−1
0 ðrr0;iωÞ¼½iωþμþ∇2−VextðrÞ#δðr−r0Þ,ΦDMFT½P̂G#

is the DMFT functional, which is the sum of all local
skeleton Feynman diagrams. The projected Green’s func-
tion P̂G≡Glocal ¼

P
LL0 jϕLihϕLjGjϕL0 hϕL0 j and the pro-

jected density P̂ρ≡ ρlocal are computed with projection to a
set of localized functions jϕi centered on the “correlated”
atom. The projection defines the local Green’s function
Glocal, the essential variable of the DMFT.
The variation of functional Γ½G# with respect to G

(δΓ½G#=δG) gives

G−1−G−1
0 þðVHþVxcÞδðr− r0Þδðτ− τ0Þ

þ P̂
δΦDMFT½Glocal#

δGlocal
− P̂

δΦDC½ρlocal#
δρlocal

δðr− r0Þδðτ− τ0Þ¼ 0;

ð3Þ

which vanishes, since it is equal to the Dyson equation that
determines a self-consistent G; hence, the functional is
stationary.
The value of the functional Γ at the self-consistently

determined G delivers the free energy of the system [41].
We evaluate it by inserting G−1

0 − G−1 from Eq. (3) into
Eq. (2) to obtain

F ¼ Enuc-nuc − Tr½ðVH þ VxcÞρ# þ EH½ρ# þ Exc½ρ#
þ Tr logG − Tr logGloc þ Fimp

þ TrðVdcρlocÞ − ΦDC½ρloc# þ μN; ð4Þ

where we denoted Vdc ≡ δΦDC½ρlocal#=δρlocal and Fimp is
the free energy of the impurity problem, i.e., Fimp ¼
Tr logGloc − TrðΣGlocÞ þ ΦDMFT½Gloc# [4]. Here we also
use the fact that the solution of the auxiliary impurity
problem delivers the exact local Green’s function, i.e.,
Σ ¼ δΦDMFT½Glocal#=δGlocal, and we added μN because we
work at a constant electron number.
The crucial point is that the continuous time quantum

Monte Carlo (CTQMC) method [44,45] solves the quan-
tum impurity model (QIM) numerically exactly; hence, we

can compute very precisely the impurity internal energy as
well as the free energy Fimp of this model. As the impurity
configurations are visited with probability proportional to
their contribution to the partition function (Pk ¼ Zk=Z),
and since probability for kth order term Pk is easily
sampled by CTQMC algorithm, we can compute the value
of the partition function Z if we know the partition function
at any order of the perturbation theory k. The zeroth order
corresponds to the atomic state, hence, Z0 ¼ Zatom, which
can be directly computed from the knowledge of the atomic
energies. Hence as long as the probability for zeroth
perturbation order is above the QMC noise level
(≈10−5), which is always the case at sufficiently high
temperature, we can compute the impurity free energy from

Fimp ¼ −T½logðZatomÞ − logðP0Þ#: ð5Þ

This is because Z ¼ expð−Fimp=TÞ.
When the temperature is low, P0 becomes exponentially

small, and we can no longer determine Fimp to high enough
precision in this way. However, we can compute very
precisely the internal energy of the impurity at arbitrary
temperature. The internal energy of QIM Eimp is given by

Eimp ¼ Tr
!"

Δþ εimp − ωn
dΔ
dωn

#
Gimp

$
þ Eimp-pot; ð6Þ

which follows directly from the thermodynamic average
of the QIM Hamiltonian. Here the hybridization Δ and
impurity levels εimp are determined from the local green’s
function by the standard DMFT self-consistency condition
G−1

local ¼ iωn − εimp − Σ − Δ. These quantities can be com-
puted very precisely by CTQMC calculations [4]; hence,
the impurity internal energy can be easily computed with
the precision of a fraction of a meV.
To compute the precise impurity free energy Fimp at

temperature T we first converge DFTþ DMFT equations to
high accuracy at this temperature T. Using converged
impurity hybridizationΔðiωnÞ atT, we raise the temperature
of the impurity (keeping Δ fixed) to T>, which is chosen
such that P0 becomes of the order of 10−5 or higher. This
allows us to compute FimpðT>Þ using Eq. (5). We can also
compute entropy at T> from S>¼½EimpðT>Þ−FimpðT>Þ#=
T>. Next, we evaluate the impurity internal energy for
several inverse temperatures β ¼ 1=T between 1=T and
1=T>, and then we use standard thermodynamic relations to
obtain entropy at lower temperature T by

SðTÞ ¼ S> −
EimpðT>Þ

T>
þ
EimpðTÞ

T
−
Z

1=T

1=T>

Eimpð1=βÞdβ

ð7Þ

where β ¼ 1=T. This formula is obtained integrating by
parts the standard formula S ¼

R
cv=TdT and cv ¼ dE=dT.

We hence obtain Simp and Fimp ¼ Eimp − TSimp at T which
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Very hard to compute

total energy than the Luttinger-Ward functional. Only the
evaluation of the latter is guaranteed to give stationary free
energies. We will give numerical evidence that evaluation
of the MGF in Eq. (1) gives different results than evaluation
of the Luttinger-Ward functional, which strongly suggests
that Eq. (1) gives nonstationary total energies.
The Luttinger-Ward functional of DFTþ DMFT has

been well known for several years [17], but it has never
been successfully implemented to compute the free energy
of solids. It has the following form:

Γ½G# ¼Tr logG−Tr½ðG−1
0 −G−1ÞG#þEH½ρ#

þExc½ρ#þΦDMFT½P̂G#−ΦDC½P̂ρ#þEnuc-nuc; ð2Þ

whereG−1
0 ðrr0;iωÞ¼½iωþμþ∇2−VextðrÞ#δðr−r0Þ,ΦDMFT½P̂G#

is the DMFT functional, which is the sum of all local
skeleton Feynman diagrams. The projected Green’s func-
tion P̂G≡Glocal ¼

P
LL0 jϕLihϕLjGjϕL0 hϕL0 j and the pro-

jected density P̂ρ≡ ρlocal are computed with projection to a
set of localized functions jϕi centered on the “correlated”
atom. The projection defines the local Green’s function
Glocal, the essential variable of the DMFT.
The variation of functional Γ½G# with respect to G

(δΓ½G#=δG) gives

G−1−G−1
0 þðVHþVxcÞδðr− r0Þδðτ− τ0Þ

þ P̂
δΦDMFT½Glocal#

δGlocal
− P̂

δΦDC½ρlocal#
δρlocal

δðr− r0Þδðτ− τ0Þ¼ 0;

ð3Þ

which vanishes, since it is equal to the Dyson equation that
determines a self-consistent G; hence, the functional is
stationary.
The value of the functional Γ at the self-consistently

determined G delivers the free energy of the system [41].
We evaluate it by inserting G−1

0 − G−1 from Eq. (3) into
Eq. (2) to obtain

F ¼ Enuc-nuc − Tr½ðVH þ VxcÞρ# þ EH½ρ# þ Exc½ρ#
þ Tr logG − Tr logGloc þ Fimp

þ TrðVdcρlocÞ − ΦDC½ρloc# þ μN; ð4Þ

where we denoted Vdc ≡ δΦDC½ρlocal#=δρlocal and Fimp is
the free energy of the impurity problem, i.e., Fimp ¼
Tr logGloc − TrðΣGlocÞ þ ΦDMFT½Gloc# [4]. Here we also
use the fact that the solution of the auxiliary impurity
problem delivers the exact local Green’s function, i.e.,
Σ ¼ δΦDMFT½Glocal#=δGlocal, and we added μN because we
work at a constant electron number.
The crucial point is that the continuous time quantum

Monte Carlo (CTQMC) method [44,45] solves the quan-
tum impurity model (QIM) numerically exactly; hence, we

can compute very precisely the impurity internal energy as
well as the free energy Fimp of this model. As the impurity
configurations are visited with probability proportional to
their contribution to the partition function (Pk ¼ Zk=Z),
and since probability for kth order term Pk is easily
sampled by CTQMC algorithm, we can compute the value
of the partition function Z if we know the partition function
at any order of the perturbation theory k. The zeroth order
corresponds to the atomic state, hence, Z0 ¼ Zatom, which
can be directly computed from the knowledge of the atomic
energies. Hence as long as the probability for zeroth
perturbation order is above the QMC noise level
(≈10−5), which is always the case at sufficiently high
temperature, we can compute the impurity free energy from

Fimp ¼ −T½logðZatomÞ − logðP0Þ#: ð5Þ

This is because Z ¼ expð−Fimp=TÞ.
When the temperature is low, P0 becomes exponentially

small, and we can no longer determine Fimp to high enough
precision in this way. However, we can compute very
precisely the internal energy of the impurity at arbitrary
temperature. The internal energy of QIM Eimp is given by

Eimp ¼ Tr
!"

Δþ εimp − ωn
dΔ
dωn

#
Gimp

$
þ Eimp-pot; ð6Þ

which follows directly from the thermodynamic average
of the QIM Hamiltonian. Here the hybridization Δ and
impurity levels εimp are determined from the local green’s
function by the standard DMFT self-consistency condition
G−1

local ¼ iωn − εimp − Σ − Δ. These quantities can be com-
puted very precisely by CTQMC calculations [4]; hence,
the impurity internal energy can be easily computed with
the precision of a fraction of a meV.
To compute the precise impurity free energy Fimp at

temperature T we first converge DFTþ DMFT equations to
high accuracy at this temperature T. Using converged
impurity hybridizationΔðiωnÞ atT, we raise the temperature
of the impurity (keeping Δ fixed) to T>, which is chosen
such that P0 becomes of the order of 10−5 or higher. This
allows us to compute FimpðT>Þ using Eq. (5). We can also
compute entropy at T> from S>¼½EimpðT>Þ−FimpðT>Þ#=
T>. Next, we evaluate the impurity internal energy for
several inverse temperatures β ¼ 1=T between 1=T and
1=T>, and then we use standard thermodynamic relations to
obtain entropy at lower temperature T by

SðTÞ ¼ S> −
EimpðT>Þ

T>
þ
EimpðTÞ

T
−
Z

1=T

1=T>

Eimpð1=βÞdβ

ð7Þ

where β ¼ 1=T. This formula is obtained integrating by
parts the standard formula S ¼

R
cv=TdT and cv ¼ dE=dT.

We hence obtain Simp and Fimp ¼ Eimp − TSimp at T which
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Can be computed from frequency
dependent band structure
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Idea : Use the free energy Fimp of the auxiliary impurity problem:
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For the impurity problem
we can compute with CTQMC 
very precisely all 
necessary quantities
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Details of the implementation in supplementary of PRL115, 256402 (2015).
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FIG. 2: (Color online): a) E(V) and F(V) for FeO from
Eq. 1 and 4, respectively. Entropy term TSimp(V ) is large
but almost constant. (b) theoretical and experimental p(V ).
Filled and empty circles are from Refs. 43 and 44, respectively.
(c) Impurity entropy Eq. 7 for representative volumes. The
degeneracy of the t2g shell above 1000K is apparent.

FIG. 3: (Color online): a) E(V) and F(V) for elemental
Cerium from Eq. 1 and 4, respectively. Data are presented for
T=400 and 900K. (b) Entropy Simp(V ) is large and changes
dramatically accros the transiton. (c) theoretical and experi-
mental [45] p(V ) diagram.

shape, concomitant with the appearance of the quasipar-
ticle peak at temperature as high as 1500 K, signaling the
first order transition. Using di↵erent implementation of
the same method, Amadon et.al [27, 46] proposed that
the transition is entropy driven, and that the total en-
ergy is featureless with the minimum corresponding to
low volume ↵-phase. Only the addition of the entropy
term moves the minimum to the larger volume of �-phase.
In this picture the transition at low temperatures, where
the entropy becomes small and cannot drive the tran-
sition, is intrinsically absent. Yet another proposal was
recently put forward on the basis of LDA+Gutzwiller cal-
culations [47, 48], in which the transition is present even
at zero temperature, but the transition occurs at negative
pressure. The transition is thus detectable even in the to-
tal energy, in the absence of entropy, and becomes second
order at T = 0. In the same method, the finite temper-
ature transition is first order, and the double-minimum
shape of free energy becomes most pronounced at very
high temperature (1500 K) [48].

Our LDA+DMFT results for Ce are plotted in Fig. 3.
The total energy curve at 400 K clearly shows a region
of very flat shape in the region between the ↵-� volume.
Indeed the derivative of the energy �dE/dV displayed
in Fig. 3(c) shows a clear region of zero slope around
1 GPa. This is consistent with results of Lanata et al. [47]
finding very similar zero slope of �dE/dV at zero tem-
perature, but is inconsistent with Ref. 27, which finds
no feature in total energy. It is also inconsistent with
McMahan et.al [11] showing clear double-peak in total
energy. On the other hand, the addition of entropy sub-
stantially increase the region of soft volume, as suggested
by Amadon et.al [46]. Indeed the change of the entropy
between the two phases is of the order of 0.9kB , which
is consistent with experimental estimations of 30 meV at
400K [49]. The physical mechanism behind this large
entropy change and unusual volume dependence of en-
ergy is in very fast variation of coherence temperature,
as suggested in Refs. [11, 46], and conjectured in Kondo
volume collapse theory [50]. The phase transition in our
calculation occurs around 1.6 GPa, which is not far from
experimentally determined critical pressure of 1.25 GPa
at T = 400 K. The free energy barrier in our calculation
is however extremely small, and no clear double peak
of F (V ) or negative slope of �dF/dV can be detected
within our 1 meV precision of energies. This is similar to
results of Ref. 48 at 400 K, but di↵erent from Ref. 11.
While the start of the transition region in ↵-phase is
in good agreement with experiment, the �-phase vol-
ume is underestimated in our calculation. We believe
that the addition of phonon entropy is needed to further
increase the transition region, and establish larger free
energy barrier between the two phases. Experimentally,
above 460K the ↵ � � phase transition ends with the fi-
nite temperature critical point. Our calculation at high
temperature 900K shows that the signature of the phase

9

To add TSimp at low temperatures, we however need
a few extra impurity runs. The method of computing
TSimp is explained in the main text, and requires the
impurity energy at a few temperatures. An alternative
to this approach is to compute TSimp from so called
”flat-histogram sampling method” [54], which is also
done as postprocessing on self-consistent LDA+DMFT
hybridization �.

Perhaps, the most challenging term in Eq. 19 to com-

pute is Tr log(G), which requires eigenvalues (but not
eigenvectors) of the LDA+DMFT eigenvalue problem.
We first diagonalize

(�r2 + Vext + VH + Vxc + ⌃(i!n) � Vdc) i,k,!n =

= "i,k,!n i,k,!n .(20)

and then evaluate

Tr log(G) + µN = T
X

i!n,i,k,�

(log("i,k,!n � i!n � µ) � log("i,k,1 � i!n � µ)) � T
X

i,k,�

log(1 + e��("i,k,1�µ)) + µN(21)

FIG. 4: Free energy of LDA+DMFT for SrVO3 compared
with total energy of other standard DFT functionals.

Here it becomes apparent that if ⌃(i!n) is frequency in-
dependent, the first term in the brackets vanishes, while
the second term gives (at T = 0) the sum of eigenvalues

Tr log(G) + µN !U=0!
X

i,k,�

✓("i,k < µ) "i,k,

the well known DFT contribution to the total energy.

COMPARISON WITH STANDARD
FUNCTIONALS

Here we compare total energy of LDA, PBE [55],
and PBEsol [56] functionals with the free energy of
LDA+DMFT.

In most weakly correlated solids, LDA underestimates
lattice constants on average for 1.6%, while PBE [55]
overestimates them for approximately 1%. [2] PBEsol [56]
was designed to predict most accurate volumes in solids,
and it typically falls in-between LDA and PBE.

In Fig. 4 we compare LDA+DMFT free energy in
SrVO3 with the total energy computed by other function-
als. Both LDA+DMFT and PBEsol underestimate lat-
tice constant for approximately 0.6%, while LDA under-

FIG. 5: Free energy of LDA+DMFT for FeO compared
with total energy of other standard DFT functionals. Upper
(lower) panel shows non-magnetic (antiferromagnetic) DFT
calculation. LDA+DMFT results are obtained at 300K in
paramagnetic state.

estimates it for 1.5%, and PBE overestimates for 0.7%.
Hence predictions of standard functionals in the case of
SrVO3 are quite in line with standard performance in
weakly correlated solids. Perhaps, this is not very sur-
prising given that SrVO3 is a metallic moderately corre-
lated system.

In FeO (Fig. 5), all standard functionals severally un-
derestimate volume in the paramagnetic state. For ex-
ample the lattice constants with LDA, PBEsol and PBE
are 7.7%, 6.5% and 5.1% too small, far outside the stan-
dard performance of these functionals in weakly corre-
lated solids.

The predictions are improved when the AFM long
range order is allowed. LDA and PBEsol still underes-
timate lattice constant for 3.6%, and 2.3% respectively.

comparison with other functionals

paramagnetic Mott insulator FeO
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The two expressions match within Monte Carlo statistical
error. The lower pannel shows the entropy computed by
both methods. The e�ciency of the “impurity F” method
is reflected in the fact that for almost all the point in the
curve (except the lowest few temperatures T/D < 0.02)
a single calculation is needed. Namely, to evaluate the
integral in Eq. 19 we need to calculate the energy E of
the lattice model at all temperatures and than carry out
the integral. On the other hand, the formula Eq. 20 does
not couple di↵erent temperature together, and it requires
only the knowledge of the Green’s function and Fimp at
a single temperature. For T/D < 0.02 we were able to
calculate Fimp from Eq.5 of the main text. For lower
temperatures, only a few extra impurity calculations in
the temperature range T < T

0
< 0.02 are needed. In

Fig. 1 we also display the impurity part of the entropy,
defined by Fimp = Eimp�TSimp. It is of course expected
that the impurity carries most of the entropy of the sys-
tem, however, there is also extra contribution due to the
coupling of the impurity to the neighboring sites on the
lattice, which seems to consistently increase the entropy
of the system.

Finally we notice that the same parameter regime was
studies in the manuscript by S. L. Skornyakov et. al. [16].
Our results disagree with those of Ref. [16], in particu-
lar, the entropy at high temperature in the metallic state
saturates at log(4) (not shown in the figure) and not at
log(2) value as in Ref. [16]. This is because at high tem-
peratures all four local states can be accessed leading to
4 degrees of freedom per site. We notice that a shallow
plateau appears at S = log(2), but no saturation.

COMPARISON WITH STANDARD
FUNCTIONALS

Here we compare total energy of LDA, PBE [17],
and PBEsol [18] functionals with the free energy of
LDA+DMFT.

In most weakly correlated solids, LDA underesti-
mates lattice constants on average for 1.6%, while
PBE [17] overestimates them for approximately 1%. [19]
PBEsol [18] was designed to predict most accurate vol-
umes in solids, and it typically falls in-between LDA and
PBE.

In Fig. 2 we compare LDA+DMFT free energy in
SrVO3 with the total energy computed by other function-
als. Both LDA+DMFT and PBEsol underestimate lat-
tice constant for approximately 0.6%, while LDA under-
estimates it for 1.5%, and PBE overestimates for 0.7%.
Hence predictions of standard functionals in the case of
SrVO3 are quite in line with standard performance in
weakly correlated solids. Perhaps, this is not very sur-
prising given that SrVO3 is a metallic moderately corre-
lated system.

In FeO (Fig. 3), all standard functionals severally un-

FIG. 1: Free energy and Entropy for the single orbital Hub-
bard on the Bethe lattice in the correlated metallic regime
(U/D = 2). Upper panel shows the free energy computed
from total energy using standard thermodynamic relations
Eq. 19 (“thermodynamics”), and by using impurity free en-
ergy in Eq. 20 (“impurity F”). The lower panel shows entropy
S computed by the two methods. The same panel also shows
the impurity part of the entropy Simp to emphasize that most
of the entropy is coming from the impurity part, and very
small contribution comes from the DMFT self-consistency
condition. The red dots show the points, which were com-
puted by a single DMFT calculation.

FIG. 2: Free energy of LDA+DMFT for SrVO3 compared
with total energy of other standard DFT functionals.

derestimate volume in the paramagnetic state. For ex-
ample the lattice constants with LDA, PBEsol and PBE
are 7.7%, 6.5% and 5.1% too small, far outside the stan-
dard performance of these functionals in weakly corre-
lated solids.

The predictions are improved when the AFM long
range order is allowed. LDA and PBEsol still underes-
timate lattice constant for 3.6%, and 2.3% respectively.
On the other hand PBE is this time quite close to the
experiment (underestimates for 0.7%). In comparison
LDA+DMFT underestimates it for only 0.16%. It is
quite clear that the excellent prediction of AFM-PBE

Example SrVO3

EDMFTF

U = 8 eV

Haule & Birol, PRL115, 256402 (2015).

Stationary free energy
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FIG. 2: (Color online): a) E(V) and F(V) for FeO from
Eq. 1 and 4, respectively. Entropy term TSimp(V ) is large
but almost constant. (b) theoretical and experimental p(V ).
Filled and empty circles are from Refs. 43 and 44, respectively.
(c) Impurity entropy Eq. 7 for representative volumes. The
degeneracy of the t2g shell above 1000K is apparent.

FIG. 3: (Color online): a) E(V) and F(V) for elemental
Cerium from Eq. 1 and 4, respectively. Data are presented for
T=400 and 900K. (b) Entropy Simp(V ) is large and changes
dramatically accros the transiton. (c) theoretical and experi-
mental [45] p(V ) diagram.

shape, concomitant with the appearance of the quasipar-
ticle peak at temperature as high as 1500 K, signaling the
first order transition. Using di↵erent implementation of
the same method, Amadon et.al [27, 46] proposed that
the transition is entropy driven, and that the total en-
ergy is featureless with the minimum corresponding to
low volume ↵-phase. Only the addition of the entropy
term moves the minimum to the larger volume of �-phase.
In this picture the transition at low temperatures, where
the entropy becomes small and cannot drive the tran-
sition, is intrinsically absent. Yet another proposal was
recently put forward on the basis of LDA+Gutzwiller cal-
culations [47, 48], in which the transition is present even
at zero temperature, but the transition occurs at negative
pressure. The transition is thus detectable even in the to-
tal energy, in the absence of entropy, and becomes second
order at T = 0. In the same method, the finite temper-
ature transition is first order, and the double-minimum
shape of free energy becomes most pronounced at very
high temperature (1500 K) [48].

Our LDA+DMFT results for Ce are plotted in Fig. 3.
The total energy curve at 400 K clearly shows a region
of very flat shape in the region between the ↵-� volume.
Indeed the derivative of the energy �dE/dV displayed
in Fig. 3(c) shows a clear region of zero slope around
1 GPa. This is consistent with results of Lanata et al. [47]
finding very similar zero slope of �dE/dV at zero tem-
perature, but is inconsistent with Ref. 27, which finds
no feature in total energy. It is also inconsistent with
McMahan et.al [11] showing clear double-peak in total
energy. On the other hand, the addition of entropy sub-
stantially increase the region of soft volume, as suggested
by Amadon et.al [46]. Indeed the change of the entropy
between the two phases is of the order of 0.9kB , which
is consistent with experimental estimations of 30 meV at
400K [49]. The physical mechanism behind this large
entropy change and unusual volume dependence of en-
ergy is in very fast variation of coherence temperature,
as suggested in Refs. [11, 46], and conjectured in Kondo
volume collapse theory [50]. The phase transition in our
calculation occurs around 1.6 GPa, which is not far from
experimentally determined critical pressure of 1.25 GPa
at T = 400 K. The free energy barrier in our calculation
is however extremely small, and no clear double peak
of F (V ) or negative slope of �dF/dV can be detected
within our 1 meV precision of energies. This is similar to
results of Ref. 48 at 400 K, but di↵erent from Ref. 11.
While the start of the transition region in ↵-phase is
in good agreement with experiment, the �-phase vol-
ume is underestimated in our calculation. We believe
that the addition of phonon entropy is needed to further
increase the transition region, and establish larger free
energy barrier between the two phases. Experimentally,
above 460K the ↵ � � phase transition ends with the fi-
nite temperature critical point. Our calculation at high
temperature 900K shows that the signature of the phase

First order (entropy driven) transition

Isostructural transition in elemental Cerium
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was invented in Ref. 11, which still requires integra-
tion over temperature for the entropy term. However,
as we will show below, the force requires only the first
derivative ��[G]/�G, which is the familiar self-energy ⌃,
and which can be computed to very high accuracy in
QMC method. It turns out that only the first deriva-
tive of the free energy functional, i.e., the force, can
be so accurately implemented. To compute the free en-
ergy itself, one needs �[G], which is hard to compute.
For the phonon spectra, which is the second derivative,
one needs �2�[G]/�G2, which is the two particle vertex,
and is again very hard to accurately compute in prac-
tice. Therefore only the force on atoms can be computed
very precisely in the functional DFT+embedded DMFT
(FDFT+EDMFT) method when the exact QMC method
is used as the impurity solver.

As a consequence, the frozen phonon approach is more
tractable than the generalization of the density functional
perturbation theory13. Also the integration of the force
will likely be the best way to calculate phase diagrams
of correlated solids, as the force can be converged with
roughly one order of magnitude higher precision than the
free energy itself.

We are aware of two prior reports on computing forces
and other derivatives within DFT+DMFT method. The
work of Savrasov and Kotliar14 considered only the sec-
ond derivative of the DFT+DMFT functional with re-
spect to atom displacement, to obtain the phonon spec-
tra. They considered only the finite wave vector q, to
avoid the need of di↵erentiating the Kohn-Sham eigenen-
ergies, which are needed for evaluating the forces. More-
over, using the Hubbard-I impurity solver, they also ne-
glected the change of the DMFT self-energy with re-
spect to the atom displacement (�⌃/�G = �2�/�G2),
which plays an important role in our method. The work
of Leonov et. al. 15 reported computation of forces
within DFT+DMFT, however, their implementation is
not based on stationary functional. The derivative of
non-stationary DMFT total energy was computed, in
which the two-particle vertex is needed at all frequencies,
which is extremely hard to compute accurately enough
by the present day impurity solvers, to be useful for
the structural optimizations. Moreover, the method of
Leonov et. al.15 is a based on the two step process, where
the low energy model is build first and then a Hubbard
model is solved by the DMFT method. Also the influ-
ence of the DMFT correlations on the electronic charge,
needed in the DFT step, is neglected. These two ap-
proximations are a source of inacuracy, which is hard to
overcome, even when the impurity is solved with a very
high precision so that the two-particle vertex is converged
within meV accuracy. Hence alternative approaches are
needed for practical predictions of crystal structures for
correlated electron solids.

The manuscript is organized as follows: In Section II
we derive the equations for the forces within functional
DFT+Embedded DMFT. In part IIA we introduce the
Luttinger-Ward functional and its derivative with re-

spect to the atom displacement, which is the well known
Hellmann-Feynman force. In part II B we derive a basis
set independent expression for the Pulay force, the addi-
tional force due to basis set discretization. In part II C
we show how is this formula evaluated in a mixed ba-
sis set, in which the basis has both the atom-centered
and origin-less functions. In part IID we derive Pulay
forces in one such basis, namely the LAPW basis. In
chapter III we apply this method to FeSe, and show how
quantum Monte Carlo noise cancels to large extent when
computing the force. The accuracy of force calculation
is approximately one order of magnitude better than in
computing the free energy. In chapter III we also show
that FeSe is positioned in the critical region where a small
increase of the fluctuating moment on Fe leads to sub-
stantial increase of Se-height, and consequently also of
the correlation strength. In appendix A we give details
of the force evaluation within the LAPW basis set.

II. DERIVATION OF THE FORCE WITHIN
FDFT+EDMFT

The force on an atom is defined as minus the change
of the total free energy when its nucleus is displaced by a
small amount. The Hellmann-Feynman theorem16 states
that this force is equal to the electrostatic force on the nu-
cleus, but due to discretization of the problem, which in-
volves convenient atom centered basis and atom centered
projector, the actual force on an atom has additional con-
tributions, which are usually called Pulay forces17.

A. The Luttinger-Ward approach

In ab-initio electronic structure methods, the force is
computed by evaluating the analytical derivative of the
total energy functional. In order to compute such deriva-
tives, it is very convenient to use a stationary functional,
in which a small change of the electron density (and the
Green’s function), leaves functional invariant. Indeed, if
the implementation of the functional is exact, one could
evaluate the force by considering a small displacement of
nuclei at fixed electron charge density (and fixed Green’s
function). Namely, the total derivative of the free energy
functional �[G] can be split into two terms, the partial
derivatives with respect to the Green’s function at fixed
atomic positions, and the partial derivatives with respect
to displacements at fixed Green’s function, i.e.,
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If the functional is stationary, it follows that⇣
@�[G]
@G

⌘

Rµ

= 0, and therefore only the second term con-

tributes, and gives so-called Hellmann-Feynman forces.
In the Green’s function approaches, such as the Dy-

namical Mean Field Theory, the free energy functional

vanishes
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The Hellman-Feynman force
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But the LAPW basis set, and 
the DMFT projector, are not 
fixed in space, but rather 
move with the atom.

“Pulay forces” appear

We need to differentiate the implemented 
expression for the free energy.
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Recall: 

at the DMFT solution the Dyson Eq. is satisfied 

Free energy expression again
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hence the free can be computed by 

nuclear-nuclear energy is added; 
 canonical ensemble needs +μ N
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To implement we compute generalized Kohn-Sham orbitals:
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Notice that (h�|G|�i)mm0 are the matrix elements of the
local Green’s function h�µm|G|�µm0i.

In the all-electron calculations of the free energy, the
spatial degrees of freedom are expanded in terms of a
mixed basis set, which includes atom centered basis func-
tions, therefore the Hellmann-Feynman force is very dif-
ferent from the derivative of the implemented free energy
Eq. 9. It is therefore essential to find the analytic deriva-

tive of the actually implemented free energy Eq. 9. This
is derived below. We will concentrate on the valence
electron contribution, as the core contribution within
DFT+EDMFTF is the same as in DFT.

To evaluate the logarithm of the Green’s function in
Eq. 9, we first solve the following frequency dependent
eigenvalue-problem
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so that the Green’s function is simply given by
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and the free energy is evaluated by
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This is the actual expression implemented in
DFT+EDMFTF code. To get the force on an atom, we
need to consider a small variation of this energy when
moving an atom at position Rµ
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and, as we work at constant electron density, �N = 0.
Inserting the Hellmann-Feynman forces Eq. 4, we arrive
at
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where VKS = VH + Vxc + Vnuclei.
Finally, we define the Pulay force on an atom FPuly as

the addition to the Hellmann-Feynman force (due to the
basis set in which the functional is implemented) �F =
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µ )�Rµ. From Eq. 15 it follows that
the Pulay forces are
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This equation is still completely general expression for
the force within the DFT+EDMFTF, irrespectively of
the basis set employed.

C. Pulay forces expressed in a mixed basis set

To proceed, we need to choose a basis to express the
electron Green’s function. We will here denote it by |�Ki,
(as we have in mind LAPW basis set) but the details of
the basis are not important here, so this derivation is
relevant for any mixed basis set.
The DMFT eigenvectors | ik!ni are than expanded in

the chosen basis in the usual way
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|�KiAR
Ki (17)
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K

AL
iK h�K| (18)

Note that the eigenvectors | ik!ni are momentum and
frequency dependent, hence AR

Ki also inherit this momen-
tum and frequency dependence, i.e., AR

Ki = AR
Ki(k,!n).

Note also that the eigenvalue problem is not Hermitian,
therefore we need to distinguish between the right and
the left eigenvectors. Using expansion Eqs. 17 and 18,
the DMFT eigenvalue problem Eq. 10 reads
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so that is diagonalized
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then

Free energy expression implementation
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so that the Green’s function is simply given by
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This is the actual expression implemented in
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and, as we work at constant electron density, �N = 0.
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where VKS = VH + Vxc + Vnuclei.
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This equation is still completely general expression for
the force within the FDFT+EDMFT, irrespectively of
the basis set employed.

C. Pulay forces expressed in a mixed basis set

To proceed, we need to choose a basis to express the
electron Green’s function. We will here denote it by |�Ki,
(as we have in mind LAPW basis set) but the details of

the basis are not important here, so this derivation is
relevant for any mixed basis set.
The DMFT eigenvectors | ik!n

i are than expanded in
the chosen basis in the usual way
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Note also that the eigenvalue problem is not Hermitian,
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[(�H0) + (�V )]AR + [H0 + V ]�AR

= (�O)AR"+O(�AR)"+OAR�" (22)

and multiplying with AL we get

AL[(�H0) + (�V )]AR +AL[H0 + V ]�AR

= AL(�O)AR"+ALO(�AR)"+ �" (23)
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therefore we need to distinguish between the right and
the left eigenvectors. Using expansion Eqs. 17 and 18,
the DMFT eigenvalue problem Eq. 10 reads

X

KK0

AL
jK0

⇥
H0

K0K + VK0K

⇤
AR

Ki = �ij "k!n,i (19)

where

H0
K0K = h�K0 |T + Vnuclei + VH + Vxc|�Ki (20)

VK0K =
X

mm0Rµ

h�K0 |�µmi h�µm|⌃� VDC |�µm0i h�µm0 |�Ki

Here H0 stands for the DFT part of the Hamiltonian,
and V for the additonal DMFT contributions.
The eigenvectors are orthogonalized in the usual way

X

KK0

AL
iK0OK0KAR

Kj = �ij

where OK0K = h�K0 |�Ki is the overlap matrix, hence the
eigenvalue problem Eq. 19 can be cast in the following
form

X

K

⇥
H0

K0K + VK0K

⇤
AR

Ki =
X

K

OK0KAR
Ki "k!n,i (21)

or in short notation

[H0 + V ]AR = OAR"

Eq. 21 is enforced for any position of atoms Rµ, hence
its variation vanishes. We thus have

[(�H0) + (�V )]AR + [H0 + V ]�AR

= (�O)AR"+O(�AR)"+OAR�" (22)

and multiplying with AL we get

AL[(�H0) + (�V )]AR +AL[H0 + V ]�AR

= AL(�O)AR"+ALO(�AR)"+ �" (23)

We also use the fact that AL[H0 + V ] = "ALO to obtain

�" = AL[(�H0) + (�V )]AR �AL(�O)AR"

+"ALO(�AR)�ALO(�AR)" (24)
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so that the Green’s function is simply given by

h jk!n |G| ik!ni =
�ij

i!n + µ� "k!n,i
(11)

and the free energy is evaluated by

F = �Tr log (�i!n � µ+ "k!n)� Tr((VH + Vxc)⇢)

+EH [⇢] + Exc[⇢] + Enuclei � Tr((⌃� VDC) h�|G|�i)
+
X

Rµ

�DMFT [Gµ
loc]� �DC [⇢µloc] + µN(12)

This is the actual expression implemented in
FDFT+EDMFT code. To get the force on an atom, we
need to consider a small variation of this energy when
moving an atom at position Rµ

�F = Tr

✓
�"k!n � �µ

i!n + µ� "k!n

◆
� Tr(⇢(�VH + �Vxc))

�Tr(Gloc(�⌃� �VDC)) + �Enuclei +N�µ (13)

where we used the fact that

�(EH + Exc) = Tr((VH + Vxc)�⇢) (14)
X

Rµ

��DMFT [Gµ
loc] + ��DC [⇢µloc] = Tr((⌃� VDC)�Gloc)

and, as we work at constant electron density, �N = 0.
Inserting the Hellmann-Feynman forces Eq. 4, we arrive
at

�F = Tr

✓
�"k!n

i!n + µ� "k!n

◆
� Tr(⇢ �VKS)

�Tr(Gloc(�⌃� �VDC))�
X

µ

FHF
µ �Rµ (15)

where VKS = VH + Vxc + Vnuclei.
Finally, we define the Pulay force on an atom FPuly

as the additional force due to incomplete basis set in
which the DFT+DMFT functional is implemented �F =
�
P

µ(F
HF
µ + FPuly

µ )�Rµ. From Eq. 15 it follows that
the Pulay forces are

FPuly
µ = �Tr

✓
1

i!n + µ� "k!n

�"k!n

dRµ

◆

+ Tr

✓
⇢
�VKS

�Rµ

◆
+Tr

✓
Gloc

�⌃� �VDC

�Rµ

◆
(16)

This equation is still completely general expression for
the force within the FDFT+EDMFT, irrespectively of
the basis set employed.

C. Pulay forces expressed in a mixed basis set

To proceed, we need to choose a basis to express the
electron Green’s function. We will here denote it by |�Ki,
(as we have in mind LAPW basis set) but the details of

the basis are not important here, so this derivation is
relevant for any mixed basis set.
The DMFT eigenvectors | ik!n

i are than expanded in
the chosen basis in the usual way

| ik!n
i =

X

K

|�KiAR
Ki (17)

h ik!n
| =

X

K

AL
iK h�K| (18)

Note that the eigenvectors | ik!n
i are momentum and

frequency dependent hence AR
Ki also inherit this momen-

tum and frequency dependence, i.e., AR
Ki = AR

Ki(k,!n).
Note also that the eigenvalue problem is not Hermitian,
therefore we need to distinguish between the right and
the left eigenvectors. Using expansion Eqs. 17 and 18,
the DMFT eigenvalue problem Eq. 10 reads

X

KK0

AL
jK0

⇥
H0

K0K + VK0K

⇤
AR

Ki = �ij "k!n,i (19)

where

H0
K0K = h�K0 |T + Vnuclei + VH + Vxc|�Ki (20)

VK0K =
X

mm0Rµ

h�K0 |�µmi h�µm|⌃� VDC |�µm0i h�µm0 |�Ki

Here H0 stands for the DFT part of the Hamiltonian,
and V for the additonal DMFT contributions.
The eigenvectors are orthogonalized in the usual way

X

KK0

AL
iK0OK0KAR

Kj = �ij

where OK0K = h�K0 |�Ki is the overlap matrix, hence the
eigenvalue problem Eq. 19 can be cast in the following
form

X

K

⇥
H0

K0K + VK0K

⇤
AR

Ki =
X

K

OK0KAR
Ki "k!n,i (21)

or in short notation

[H0 + V ]AR = OAR"

Eq. 21 is enforced for any position of atoms Rµ, hence
its variation vanishes. We thus have

[(�H0) + (�V )]AR + [H0 + V ]�AR

= (�O)AR"+O(�AR)"+OAR�" (22)

and multiplying with AL we get

AL[(�H0) + (�V )]AR +AL[H0 + V ]�AR

= AL(�O)AR"+ALO(�AR)"+ �" (23)

We also use the fact that AL[H0 + V ] = "ALO to obtain

�" = AL[(�H0) + (�V )]AR �AL(�O)AR"

+"ALO(�AR)�ALO(�AR)" (24)
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FPuly
µ = �Tr

✓
e⇢A0† �H

0

dRµ
A0 � g(⇢")A0† �O

�Rµ
A0

◆
+Tr

✓
⇢
�VKS

�Rµ

◆
� Tr

✓
Ḡ

�V

�Rµ

◆
+Tr

✓
Gloc

�⌃� �VDC

�Rµ

◆
(32)

We next simplify the interacting part (the third term
above), which contains interaction V (defined by Eq. 20):

Tr
�
Ḡ�V

�

=
1

�

X

i!,m0m
KK0

ḠKK0� (h�K0 |�m0i (⌃� VDC)m0m h�m|�Ki)

=
1

�

X

i!n,m
0m

KK0

ḠKK0(⌃� VDC)m0m� (h�K0 |�m0i h�m|�Ki)

+Tr (Gloc(�⌃� �VDC)) (33)

where we used the fact that

(Gloc)mm0 =
X

KK0

h�m|�Ki ḠKK0 h�K0 |�m0i

Finally, the Pulay forces become

FPuly
µ = �Tr

✓
e⇢A0† �H

0

�Rµ
A0 � g(⇢")A0† �O

�Rµ
A0

◆
+Tr

✓
⇢
�VKS

�Rµ

◆

� 1

�

X

i!n

X

KK0,m0m

ḠKK0(⌃� VDC)m0m
� (h�K0 |�m0i h�m|�Ki)

�Rµ
(34)

This is still a basis independent expression of the Pulay
force, as we abstain discussing specifics of a given basis
set, but we nevertheless managed to avoid the expensive
frequency summations in all but the last term. To per-
form the expensive K and frequency summation in the
last term, we need to determine the derivative of the pro-
jector, which depends on the basis set and the choice of
a projector.

D. Pulay forces within LAPW basis and quasi
atomic orbital projector

Within the LAPW method22,23 the interstitial space is
spanned by the plane waves e�K, while inside the mu�n-

tin spheres, the plane waves are augmented and expanded
as a linear superposition of the atom-centered solutions
of the Schroedinger equation. We name these augmented
functions �K, and inside mu�n-tin spheres we express
them in the atom centered coordinate system with the
proper phase factor �K(r) = ei(K+k)Rµ �̄K(r�Rµ). For
convenience of the derivation, we chose �̄K to be the basis
function in the mu�n-tin sphere, but without the phase
factor. The matrix elements of the Hamiltonian are then
computed by an integral of the form

h�K0 |V |�Ki =
Z

int
d3re�⇤

K0(r)V (r)e�K(r) +
X

µ

ei(K�K0)Rµ

Z

MTµ

d3r�̄⇤
K0(r)V (r+Rµ)�̄K(r) (35)

The first term runs over interstitial space between mu�n-
tin (MT) spheres, while the second term is the MT part.
We are looking for a change when we move a single atom

µ at Rµ for a small amount (�Rµ). The plane-wave func-
tions e�K do not change, while the augmented �̄K in the
second integral move with the atom. In addition, be-
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FPuly
µ = �Tr

✓
e⇢A0† �H

0

dRµ
A0 � g(⇢")A0† �O

�Rµ
A0

◆
+Tr

✓
⇢
�VKS

�Rµ

◆
� Tr

✓
Ḡ

�V

�Rµ

◆
+Tr

✓
Gloc

�⌃� �VDC

�Rµ

◆
(32)

We next simplify the interacting part (the third term
above), which contains interaction V (defined by Eq. 20):

Tr
�
Ḡ�V

�

=
1

�

X

i!,m0m
KK0

ḠKK0� (h�K0 |�m0i (⌃� VDC)m0m h�m|�Ki)

=
1

�

X

i!n,m
0m

KK0

ḠKK0(⌃� VDC)m0m� (h�K0 |�m0i h�m|�Ki)

+Tr (Gloc(�⌃� �VDC)) (33)

where we used the fact that

(Gloc)mm0 =
X

KK0

h�m|�Ki ḠKK0 h�K0 |�m0i

Finally, the Pulay forces become

FPuly
µ = �Tr

✓
e⇢A0† �H

0

�Rµ
A0 � g(⇢")A0† �O

�Rµ
A0

◆
+Tr

✓
⇢
�VKS

�Rµ

◆

� 1

�

X

i!n

X

KK0,m0m

ḠKK0(⌃� VDC)m0m
� (h�K0 |�m0i h�m|�Ki)

�Rµ
(34)

This is still a basis independent expression of the Pulay
force, as we abstain discussing specifics of a given basis
set, but we nevertheless managed to avoid the expensive
frequency summations in all but the last term. To per-
form the expensive K and frequency summation in the
last term, we need to determine the derivative of the pro-
jector, which depends on the basis set and the choice of
a projector.

D. Pulay forces within LAPW basis and quasi
atomic orbital projector

Within the LAPW method22,23 the interstitial space is
spanned by the plane waves e�K, while inside the mu�n-

tin spheres, the plane waves are augmented and expanded
as a linear superposition of the atom-centered solutions
of the Schroedinger equation. We name these augmented
functions �K, and inside mu�n-tin spheres we express
them in the atom centered coordinate system with the
proper phase factor �K(r) = ei(K+k)Rµ �̄K(r�Rµ). For
convenience of the derivation, we chose �̄K to be the basis
function in the mu�n-tin sphere, but without the phase
factor. The matrix elements of the Hamiltonian are then
computed by an integral of the form

h�K0 |V |�Ki =
Z

int
d3re�⇤

K0(r)V (r)e�K(r) +
X

µ

ei(K�K0)Rµ

Z

MTµ

d3r�̄⇤
K0(r)V (r+Rµ)�̄K(r) (35)

The first term runs over interstitial space between mu�n-
tin (MT) spheres, while the second term is the MT part.
We are looking for a change when we move a single atom

µ at Rµ for a small amount (�Rµ). The plane-wave func-
tions e�K do not change, while the augmented �̄K in the
second integral move with the atom. In addition, be-
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Here H0 stands for the DFT part of the Hamiltonian,
and V for the additional DMFT contributions.

The eigenvectors are orthogonalized in the usual way

X

KK0

AL
iK0OK0KAR

Kj = �ij

where OK0K = h�K0 |�Ki is the overlap matrix, hence the
eigenvalue problem Eq. 19 can be cast in the following
form

X

K

⇥
H0

K0K + VK0K

⇤
AR

Ki =
X

K

OK0KAR
Ki "k!n,i (21)

or in short notation

[H0 + V ]AR = OAR".

Eq. 21 is enforced for any position of atoms Rµ, hence
its variation vanishes. We thus have

[(�H0) + (�V )]AR + [H0 + V ]�AR

= (�O)AR"+O(�AR)"+OAR�" (22)

and multiplying with AL we get

AL[(�H0) + (�V )]AR +AL[H0 + V ]�AR

= AL(�O)AR"+ALO(�AR)"+ �" (23)

We also use the fact that AL[H0 + V ] = "ALO to obtain

�" = AL[(�H0) + (�V )]AR �AL(�O)AR"

+"ALO(�AR)�ALO(�AR)" (24)

In Eq. 16 we only need the diagonal variation of the
eigenvalues (�")ii, for which the last two terms cancel
because " is diagonal matrix, hence "i(ALO(�AR))ii �
(ALO(�AR)ii"i = 0. We thus obtain

(�"k!n)ii =
X

KK0

AL
iK0 [�H0

K0K + �VK0K]AR
Ki

�AL
iK0 �OK0K AR

Ki "k!n,i (25)

This is a dynamic generalization of the DFT expression,
derived in Ref. 21.

Next we split the DMFT eigenvectors into the static
(Kohn-Sham) part, and the frequency dependent part

AR
Ki =

X

j

A0
Kj(B

R
!n

)ji (26)

AL
iK =

X

j

(BL
!n

)ijA
0 †
jK (27)

or short AR = A0BR
!n

and AL = BL
!n

A0†. Here A0 satis-
fies the Kohn-Sham eigenvalue problem A0†H0A0 = "0.

In terms of the above defined quantities Eq. 16 takes
the form

FPuly
µ = �Tr

✓
GdBL

!n


A0†

✓
�H0

�Rµ
+

�V

�Rµ

◆
A0BR

!n
�A0† �O

�Rµ
A0BR

!n
"k!n

�◆
+Tr

✓
⇢
�VKS

�Rµ

◆
+Tr

✓
Gloc

�⌃� �VDC

�Rµ

◆
(28)

where we denoted

Gd =
1

i!n + µ� "k!n

,

andGd is the Green’s function in diagonal representation.
Next we define the following DMFT density matrices

e⇢ ⌘ 1

�

X

i!n

BR
!n

1

i!n + µ� "k!n

BL
!n

(29)

g(⇢") ⌘ 1

�

X

i!n

BR
!n

"k!n

i!n + µ� "k!n

BL
!n

(30)

which are the usual DMFT density matrices, but here

written in the Kohn-Sham basis. Note that the density
matrix e⇢ can also be expressed by e⇢ij = h 0

i |⇢| 0
j i where

| 0i are Kohn-Sham eigenvectors of H0 and ⇢ is the self-
consistent charge density of DFT+EDMFTF method.
We also recognize the Green’s functions written in the
|�Ki basis

ḠKK0 = (A0BR
!n

1

i!n + µ� "k!n

BL
!n

A0†)KK0 (31)

The overline here is used to stress that the Green’s func-
tion is expressed in the basis of |�Ki (rather than in real
space). This allows us to simplify

depends on the DMFT density matrices

Success: Forces do not depend on              or   
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vented in Ref. 11, which still requires integration over
temperature for the entropy term. However, as we will
show below, the force requires only the first derivative
��[G]/�G, which is the familiar self-energy ⌃, and which
can be computed to very high accuracy in QMC method.
It turns out that only the first derivative of the free en-
ergy functional, i.e., the force, can be so accurately im-
plemented. To compute the free energy itself, one needs
�[G], which is hard to compute. For the phonon spectra,
which is the second derivative, one needs �2�[G]/�G2,
which is the two particle vertex, and is again very hard
to accurately compute in practice. Therefore only the
force on atoms can be computed very precisely in the
DFT+embedded DMFT functional (DFT+EDMFTF)
method when the exact QMC method is used as the im-
purity solver.

As a consequence, the frozen phonon approach is more
tractable than the generalization of the density functional
perturbation theory13. Also the integration of the force
will likely be the best way to calculate phase diagrams of
correlated solids, as the force can be converged to much
higher precision than the free energy itself.

We are aware of two prior reports on computing forces
and other derivatives within DFT+DMFT method. The
work of Savrasov and Kotliar14 considered only the sec-
ond derivative of the DFT+DMFT functional with re-
spect to atom displacement, to obtain the phonon spec-
tra. They considered only the finite wave vector q, to
avoid the need of di↵erentiating the Kohn-Sham eigen-
energies, which are needed for evaluating the forces.
Moreover, using the Hubbard-I impurity solver, they also
neglected the change of the DMFT self-energy with re-
spect to the atom displacement (�⌃/�G = �2�/�G2),
which plays an important role in our method. The work
of Leonov et. al. 15 reported computation of forces
within DFT+DMFT, however, their implementation is
not based on stationary functional. The derivative of
non-stationary DMFT total energy was computed, in
which the two-particle vertex is needed at all frequencies,
which is extremely hard to compute accurately enough
by the present day impurity solvers, to be useful for
the structural optimizations. Moreover, the method of
Leonov et. al.15 is a based on the two step process, where
the low energy model is build first and then a Hubbard
model is solved by the DMFT method. Also the influ-
ence of the DMFT correlations on the electronic charge,
needed in the DFT step, is usually neglected. These two
approximations are a source of inaccuracy, which is hard
to overcome, even when the impurity is solved with a very
high precision so that the two-particle vertex is converged
within meV accuracy. Hence alternative approaches are
needed for practical predictions of crystal structures for
correlated electron solids.

The manuscript is organized as follows: In Sec-
tion II we derive the equations for the forces within
DFT+Embedded DMFT functional. In part IIA we in-
troduce the Luttinger-Ward functional and its derivative
with respect to the atom displacement, which is the well

known Hellmann-Feynman force. In part II B we derive
a basis set independent expression for the Pulay force,
the additional force due to basis set discretization. In
part II C we show how is this formula evaluated in a
mixed basis set, in which the basis has both the atom-
centered and origin-less functions. In part IID we derive
Pulay forces in one such basis, namely the LAPW ba-
sis. In chapter III we apply this method to FeSe, and
show how quantum Monte Carlo noise cancels to large
extent when computing the force. In chapter III we also
show that FeSe is positioned in the critical region where
a small increase of the fluctuating moment on Fe leads to
substantial increase of Se-height, and consequently also
of the correlation strength. In appendix A we give details
of the force evaluation within the LAPW basis set.

II. DERIVATION OF THE FORCE WITHIN
DFT+EDMFTF

The force on an atom is defined as minus the change
of the total free energy when its nucleus is displaced by a
small amount. The Hellmann-Feynman theorem16 states
that this force is equal to the electrostatic force on the nu-
cleus, but due to discretization of the problem, which in-
volves convenient atom centered basis and atom centered
projector, the actual force on an atom has additional con-
tributions, which are usually called Pulay forces17.

A. The Luttinger-Ward approach

In ab-initio electronic structure methods, the force is
computed by evaluating the analytical derivative of the
total energy functional. In order to compute such deriva-
tives, it is very convenient to use a stationary functional,
in which a small change of the electron density (and the
Green’s function), leaves functional invariant. Indeed, if
the implementation of the functional is exact, one could
evaluate the force by considering a small displacement of
nuclei at fixed electron charge density (and fixed Green’s
function). Namely, the total derivative of the free energy
functional �[G] can be split into two terms, the partial
derivatives with respect to the Green’s function at fixed
atomic positions, and the partial derivatives with respect
to displacements at fixed Green’s function, i.e.,

��[G]

�Rµ
=

✓
@�[G]

@Rµ

◆

G

+

Z
drdr0

�G(rr0)

�Rµ

✓
@�[G]

@G(rr0)

◆

Rµ

(1)

If the functional is stationary, it follows that⇣
@�[G]
@G

⌘

Rµ

= 0, and therefore only the first term con-

tributes, and gives so-called Hellmann-Feynman forces.
In the Green’s function approaches, such as the Dy-

namical Mean Field Theory, the free energy functional
is best expressed by the stationary Luttinger-Ward func-
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I. INTRODUCTION

The theoretical crystal structure prediction is one of
the most fundamental challenge in condensed matter
physics and material science, but it was not until 90s
that computers became su�ciently powerful to allow
predictions of crystal structures from first principles of
very simple materials.1,2 The last decade has witnessed
a tremendous advance in our ability to predict crystal
structures from ab-initio, mostly due to the development
of e�cient minimization algorithms for finding minimums
in complex total energy landscape of solids3–5, and be-
cause of prior development of e�cient implementations
of the Density Functional Theory (DFT) methods. The
core of almost all these algorithms is based on the DFT
stationary functional, which delivers the total energy of
the solid and the forces on all atoms in the unit cell. How-
ever DFT, in its semilocal approximations such as the lo-
cal density approximation (LDA) or generalized gradient
approximation (GGA), fails to predict the ground state
of many correlated electron materials, such as the Mott
insulators and correlated metals, therefore the crystal
structure predictions in such systems are severely ham-
pered by inaccuracy of available DFT functionals.

It is well known that the DFT total energies are many
times surprisingly good, even when the electronic struc-
ture is completely wrong, such as for example in high-Tc
cuprates. This is because the DFT total energy func-
tional is stationary, i.e., the first derivative of the energy
with respect to electronic charge vanishes. Therefore a
relatively small reorganization of the low energy valence
charge density gives not too large correction to the total
energy.

There are nevertheless many documented failures of
LDA and GGA in predicting crystal structures of cor-
related materials such as in Ce metal, Pu, and transi-
tion metal oxides such as FeO. For the Hund’s metals6,7,
such as the iron superconductors, the pnictogen height is
grosly underestimated by DFT for about 0.15Å.

To account for the correlation e↵ects beyond semi-local
approximations of DFT, more sophisticated many body

methods have been developed. Among them, one of the
most successful algorithms is the combination of the dy-
namical mean-field theory (DMFT) and DFT8–10, which
is also based on the idea of locality of correlations, but in
the case of DMFT only the locality of correlations to a
given atom is explored, which is much less restrictive than
locality to a point in 3D space in DFT semi-local approx-
imations. This DFT+DMFT method has achieved great
success in numerous correlated materials (for a review
see Ref. 10), but its potential for structural optimization
has not been much explored. This is mostly because the
majority of the implementations of this method are not
implementing the DFT+DMFT functional. Instead they
typically build the low energy model first, and then solve
the Hubbard-like model by the DMFT method, thus los-
ing the stationarity property, and hence the precision of
the resulting total energies.
The stationary implementation of the DFT+embedded

DMFT functional has been achieved recently11, which
opened the possibility of computing forces to high-enough
precision for theoretical optimization of structures. The
present manuscript details how this is achieved very e�-
ciently within all electron Linearized Augmented Plane-
wave (LAPW) implementation.
We will also show that in combination with the Quan-

tum Monte Carlo (QMC) impurity solver, the forces can
be converged to even higher accuracy than the free en-
ergy itself, which seems surprising at first, as only the
free energy is stationary, while the forces are not. But
as explained below, this is because some quantities can
be more accurately computed by QMC than others. As
QMC method has inherent statistical noise, such noise
cancelation in computing forces is very wellcome and ex-
tremely useful for practical implementations.
The reason that the free energy is hard to compute by

the exact QMC impurity solver, is that it is not possible
to accurately sample the interacting part of the free en-
ergy functional, the so-called Baym-Kadano↵ functional
�[G]. Essentially, �[G] contains the entropy of the sys-
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Monte Carlo methods.12 An alternative approach was in-
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We implemented the derivative of the free energy functional with respect to the atom displace-
ments, so called force, within the combination of Density Functional Theory and the Embedded
Dynamical Mean Field Theory. We show that in combination with the numerically exact quantum
Monte Carlo (MC) impurity solver, the MC noise cancels to a great extend, so that the method can
be used very e�ciently for structural optimization of correlated electron materials. As an applica-
tion of the method, we show how strengthening of the fluctuating moment in FeSe superconductor
leads to a substantial increase of the anion heigh, and consequently to a very large e↵ective mass,
and also strong orbital di↵erentiation.
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I. INTRODUCTION

The theoretical crystal structure prediction is one of
the most fundamental challenges in condensed matter
physics and material science, but it was not until 90s
that computers became su�ciently powerful to allow
predictions of crystal structures from first principles of
very simple materials.1,2 The last decade has witnessed
a tremendous advance in our ability to predict crystal
structures from ab-initio, mostly due to the development
of e�cient minimization algorithms for finding minimums
in complex total energy landscape of solids3–5, and be-
cause of prior development of e�cient implementations
of the Density Functional Theory (DFT) methods. The
core of all these algorithms is based on the DFT sta-
tionary functional, which delivers the total energy of the
solid and the forces on all atoms in the unit cell. How-
ever DFT, in its semilocal approximatons such as the lo-
cal density approximation (LDA) or generalized gradient
approximation (GGA), fails to predict the ground state
of many correlated electron materials, such as the Mott
insulators and correlated metals, therefore the crystal
structure predictions in such systems are severely ham-
pered by inacuracy of available DFT functionals.

It is well known that the DFT total energies are many
times surprisingly good, even when the electronic stru-
cure is completely wrong, such as for example in high-Tc
cuprates. This is because the DFT total energy func-
tional is stationary, i.e., the first derivative of the energy
with respect to electronic charge vanishes. Therefore a
relatively small reorganization of the low energy valence
charge density gives a small correction to the total en-
ergy.

There are nevertheless many documented failures of
LDA and GGA in predicting crystal structures of cor-
related materials such as in Ce metal, Pu, and transi-
tion metal oxides such as FeO. For the Hund’s metals6,7,
such as the iron superconductors, the pnictogen height is
grosly underestimated by DFT for about 0.15Å.

To account for the correlation e↵ects beyond semi-local
approximations of DFT, more sophisticated many body

methods have been developed. Among them, one of the
most successful algorithms is the combination of the dy-
namical mean-field theory (DMFT) and DFT8–10, which
is also based on the idea of locality of correlations, but in
the case of DMFT only the locality of correlations to a
given atom is explored, which is much less restrictive than
locality to a point in 3D space in DFT semi-local approx-
imations. This DFT+DMFT method has achieved great
success in numerous correlated materials (for a review
see Ref. 10), but its potential for structural optimization
has not been much explored. This is mostly because the
majority of the implementations of this method are not
implementing the DFT+DMFT functional. Instead they
typically build the low energy model first, and then solve
the Hubbard-like model by the DMFT method, thus los-
ing the stationarity property, and hence the precision of
the resulting total energies.
The stationary implementation of the DFT+embedded

DMFT functional has been achieved recently11, which
opened the possibility of computing forces to high-
enough precision for theoretical optimizaton of struc-
tures. The present manuscript details how this is
achieved very e�ciently within all electron Linearized
Augmented Planewave (LAPW) implementation.
We will also show that in combination with the Quan-

tum Monte Carlo (QMC) impurity solver, the forces can
be converged to much higher accuracy than the free en-
ergy itself, which seems surprising at first, as only the
free energy is stationary, while the forces are not. But
as explained below, this is because some quantities can
be more accurately computed by QMC than others. As
QMC method has inherent statistical noise, such noise
cancelation in computing forces is very wellcome and ex-
tremely useful for practical implementations.
The reason that the free energy is hard to compute

by the exact QMC impurity solver, is that it is not pos-
sible to accuractely sample the interacting part of the
free energy functional, the so-called Baym-Kadanof func-
tional �[G]. Essentially, �[G] contains the entropy of
the system, which is notoriously hard to compute within
the Monte Carlo methods.12 An alternative approach
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was invented in Ref. 11, which still requires integra-
tion over temperature for the entropy term. However,
as we will show below, the force requires only the first
derivative ��[G]/�G, which is the familiar self-energy ⌃,
and which can be computed to very high accuracy in
QMC method. It turns out that only the first deriva-
tive of the free energy functional, i.e., the force, can
be so accurately implemented. To compute the free en-
ergy itself, one needs �[G], which is hard to compute.
For the phonon spectra, which is the second derivative,
one needs �2�[G]/�G2, which is the two particle vertex,
and is again very hard to accurately compute in prac-
tice. Therefore only the force on atoms can be computed
very precisely in the functional DFT+embedded DMFT
(FDFT+EDMFT) method when the exact QMC method
is used as the impurity solver.

As a consequence, the frozen phonon approach is more
tractable than the generalization of the density functional
perturbation theory13. Also the integration of the force
will likely be the best way to calculate phase diagrams
of correlated solids, as the force can be converged with
roughly one order of magnitude higher precision than the
free energy itself.

We are aware of two prior reports on computing forces
and other derivatives within DFT+DMFT method. The
work of Savrasov and Kotliar14 considered only the sec-
ond derivative of the DFT+DMFT functional with re-
spect to atom displacement, to obtain the phonon spec-
tra. They considered only the finite wave vector q, to
avoid the need of di↵erentiating the Kohn-Sham eigenen-
ergies, which are needed for evaluating the forces. More-
over, using the Hubbard-I impurity solver, they also ne-
glected the change of the DMFT self-energy with re-
spect to the atom displacement (�⌃/�G = �2�/�G2),
which plays an important role in our method. The work
of Leonov et. al. 15 reported computation of forces
within DFT+DMFT, however, their implementation is
not based on stationary functional. The derivative of
non-stationary DMFT total energy was computed, in
which the two-particle vertex is needed at all frequencies,
which is extremely hard to compute accurately enough
by the present day impurity solvers, to be useful for
the structural optimizations. Moreover, the method of
Leonov et. al.15 is a based on the two step process, where
the low energy model is build first and then a Hubbard
model is solved by the DMFT method. Also the influ-
ence of the DMFT correlations on the electronic charge,
needed in the DFT step, is neglected. These two ap-
proximations are a source of inacuracy, which is hard to
overcome, even when the impurity is solved with a very
high precision so that the two-particle vertex is converged
within meV accuracy. Hence alternative approaches are
needed for practical predictions of crystal structures for
correlated electron solids.

The manuscript is organized as follows: In Section II
we derive the equations for the forces within functional
DFT+Embedded DMFT. In part IIA we introduce the
Luttinger-Ward functional and its derivative with re-

spect to the atom displacement, which is the well known
Hellmann-Feynman force. In part II B we derive a basis
set independent expression for the Pulay force, the addi-
tional force due to basis set discretization. In part II C
we show how is this formula evaluated in a mixed ba-
sis set, in which the basis has both the atom-centered
and origin-less functions. In part IID we derive Pulay
forces in one such basis, namely the LAPW basis. In
chapter III we apply this method to FeSe, and show how
quantum Monte Carlo noise cancels to large extent when
computing the force. The accuracy of force calculation
is approximately one order of magnitude better than in
computing the free energy. In chapter III we also show
that FeSe is positioned in the critical region where a small
increase of the fluctuating moment on Fe leads to sub-
stantial increase of Se-height, and consequently also of
the correlation strength. In appendix A we give details
of the force evaluation within the LAPW basis set.

II. DERIVATION OF THE FORCE WITHIN
FDFT+EDMFT

The force on an atom is defined as minus the change
of the total free energy when its nucleus is displaced by a
small amount. The Hellmann-Feynman theorem16 states
that this force is equal to the electrostatic force on the nu-
cleus, but due to discretization of the problem, which in-
volves convenient atom centered basis and atom centered
projector, the actual force on an atom has additional con-
tributions, which are usually called Pulay forces17.

A. The Luttinger-Ward approach

In ab-initio electronic structure methods, the force is
computed by evaluating the analytical derivative of the
total energy functional. In order to compute such deriva-
tives, it is very convenient to use a stationary functional,
in which a small change of the electron density (and the
Green’s function), leaves functional invariant. Indeed, if
the implementation of the functional is exact, one could
evaluate the force by considering a small displacement of
nuclei at fixed electron charge density (and fixed Green’s
function). Namely, the total derivative of the free energy
functional �[G] can be split into two terms, the partial
derivatives with respect to the Green’s function at fixed
atomic positions, and the partial derivatives with respect
to displacements at fixed Green’s function, i.e.,
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FIG. 1: (Color online): Force on Se atom when displaced
in z-direction. The free energy is calculated from the free
energy functional and is compared to integrated force. We
show both the free energy F and F + TSimp. The latter is
directly computed in our method, while the former requires
additional integration over the temperature. The quantum
Monte Carlo noise is approximatley one order of magnitude
smaller when computing energy di↵erence from the force than
computing the free energy directly, and the estimated error
on the force is approximately 10-times smaller.

Here we used the modified eigenvectors

A = A0B (64)

A = A0B (65)

The resulting Eqs. 61,62,63 have now very similar form
as the DFT Pulay forces within LAPW method23, except
in DFT A and A are both equal to the KS-eigenvectors,
and wi’s are fermi functions fi and (w")i are fermi func-
tion times KS-eigenvalues (fi"i). The last term in Eq. 63
bares some resemblance to the LDA+U force26, but is
di↵erent due to dynamic nature of ⌃ and Gloc. The al-
gorithm to evaluate these terms is given in appendix A.

III. RESULTS

We tested the method on several transition metal ox-
ides, pnictides and chalchogenides.41 In this section, we
show result for FeSe, one of the most studied member of
iron superconductor family, which has attracted tramen-
dous attention recently.

Bulk FeSe crystalizes in tetragonal P4/nmm structure
(No. 129). It is superconducting below 10K under ambi-
ent pressure27, and the superconducting Tc is increases
to 37K under pressure28,29. By substitution of Se by Te,
Tc can also be increased to 15K30,31, and by intercala-
tion with spacer layers, Tc can also be boosted to over
40K32.

First we test the implementation of forces within
FDMFT+EDMFT by computing force on Se, located at

FIG. 2: (Color online): The convergence of free energy F +
TSimp and force with the number of DMFT iterations. Per
each DMFT iteration (self-energy updates) we performe up
to 10 charge iterations (DFT updates). The last seven steps
are converged, but display typical Monte Carlo noise, which
can be reduced only with better MC statistics. While the
free energy shows considerable a fluctuations when converged,
the force shows several times less noise. When the force is
multiplied with the dispacement from equilibrium, which has
the units of energy, the noise is an order of magnitude smaller
than by computing free energy. This is done for the zSe =
0.25. For clarity we subtracted a constant from both the
energy and force.

Wicko↵ position 2c (1/4, 1/4, zSe) versus the Se height
zSe. As shown in Fig. 1 the force is almost linear around
the equilibrium position, and its integral matches quite
well (within the statistical noise) to the free energy of the
system. Note that there is always some systematic error
due to frozen radial augmentation approximation, i.e., in
computing the force we do not di↵erentiate the solutions
of the radial Schroedinger equation ul. In Fig. 1 we show
both the free energy, and the free energy withouth the
impurity entropy. The latter quantity is computed di-
rectly from the Green’s function, while the former needs
additional integration over temperature11. Notice that
the error-bars in computing the force are significantly
smaller than the error-bars on the free energy.
To make this point more clear, we show in Fig. 2 the

free energy and the force from our simulation. We count
as a start of the new iteration whenever the DMFT self-
energy is updated, but note that we perform approxi-
mately 10 charge self-consistent steps for each self-energy
update, so that the charge is practically converged at
each iteration. As is clear from Fig. 2, the Monte Carlo
noise in computing the free energy, of the order of a few
meV, is present even when the free energy is converged,
and only better statistics in the QMC solver can reduce
this noise. The calculated force, measured in meV per
atomic unit, has almost factor of five smaller noise than
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was invented in Ref. 11, which still requires integra-
tion over temperature for the entropy term. However,
as we will show below, the force requires only the first
derivative ��[G]/�G, which is the familiar self-energy ⌃,
and which can be computed to very high accuracy in
QMC method. It turns out that only the first deriva-
tive of the free energy functional, i.e., the force, can
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For the phonon spectra, which is the second derivative,
one needs �2�[G]/�G2, which is the two particle vertex,
and is again very hard to accurately compute in prac-
tice. Therefore only the force on atoms can be computed
very precisely in the functional DFT+embedded DMFT
(FDFT+EDMFT) method when the exact QMC method
is used as the impurity solver.

As a consequence, the frozen phonon approach is more
tractable than the generalization of the density functional
perturbation theory13. Also the integration of the force
will likely be the best way to calculate phase diagrams
of correlated solids, as the force can be converged with
roughly one order of magnitude higher precision than the
free energy itself.

We are aware of two prior reports on computing forces
and other derivatives within DFT+DMFT method. The
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ond derivative of the DFT+DMFT functional with re-
spect to atom displacement, to obtain the phonon spec-
tra. They considered only the finite wave vector q, to
avoid the need of di↵erentiating the Kohn-Sham eigenen-
ergies, which are needed for evaluating the forces. More-
over, using the Hubbard-I impurity solver, they also ne-
glected the change of the DMFT self-energy with re-
spect to the atom displacement (�⌃/�G = �2�/�G2),
which plays an important role in our method. The work
of Leonov et. al. 15 reported computation of forces
within DFT+DMFT, however, their implementation is
not based on stationary functional. The derivative of
non-stationary DMFT total energy was computed, in
which the two-particle vertex is needed at all frequencies,
which is extremely hard to compute accurately enough
by the present day impurity solvers, to be useful for
the structural optimizations. Moreover, the method of
Leonov et. al.15 is a based on the two step process, where
the low energy model is build first and then a Hubbard
model is solved by the DMFT method. Also the influ-
ence of the DMFT correlations on the electronic charge,
needed in the DFT step, is neglected. These two ap-
proximations are a source of inacuracy, which is hard to
overcome, even when the impurity is solved with a very
high precision so that the two-particle vertex is converged
within meV accuracy. Hence alternative approaches are
needed for practical predictions of crystal structures for
correlated electron solids.

The manuscript is organized as follows: In Section II
we derive the equations for the forces within functional
DFT+Embedded DMFT. In part IIA we introduce the
Luttinger-Ward functional and its derivative with re-

spect to the atom displacement, which is the well known
Hellmann-Feynman force. In part II B we derive a basis
set independent expression for the Pulay force, the addi-
tional force due to basis set discretization. In part II C
we show how is this formula evaluated in a mixed ba-
sis set, in which the basis has both the atom-centered
and origin-less functions. In part IID we derive Pulay
forces in one such basis, namely the LAPW basis. In
chapter III we apply this method to FeSe, and show how
quantum Monte Carlo noise cancels to large extent when
computing the force. The accuracy of force calculation
is approximately one order of magnitude better than in
computing the free energy. In chapter III we also show
that FeSe is positioned in the critical region where a small
increase of the fluctuating moment on Fe leads to sub-
stantial increase of Se-height, and consequently also of
the correlation strength. In appendix A we give details
of the force evaluation within the LAPW basis set.

II. DERIVATION OF THE FORCE WITHIN
FDFT+EDMFT

The force on an atom is defined as minus the change
of the total free energy when its nucleus is displaced by a
small amount. The Hellmann-Feynman theorem16 states
that this force is equal to the electrostatic force on the nu-
cleus, but due to discretization of the problem, which in-
volves convenient atom centered basis and atom centered
projector, the actual force on an atom has additional con-
tributions, which are usually called Pulay forces17.

A. The Luttinger-Ward approach

In ab-initio electronic structure methods, the force is
computed by evaluating the analytical derivative of the
total energy functional. In order to compute such deriva-
tives, it is very convenient to use a stationary functional,
in which a small change of the electron density (and the
Green’s function), leaves functional invariant. Indeed, if
the implementation of the functional is exact, one could
evaluate the force by considering a small displacement of
nuclei at fixed electron charge density (and fixed Green’s
function). Namely, the total derivative of the free energy
functional �[G] can be split into two terms, the partial
derivatives with respect to the Green’s function at fixed
atomic positions, and the partial derivatives with respect
to displacements at fixed Green’s function, i.e.,
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FIG. 2: (Color online): The convergence of the free energy
F + TSimp and force with the number of DMFT iterations.
The last seven steps are converged, but display typical Monte
Carlo noise, which is more severe in free energy than in com-
puting force. When the force is multiplied with the displace-
ment from equilibrium �r, to recover the units of energy, the
noise is more than one order of magnitude smaller than the
corresponding noise of the free energy. The data corresponds
to zSe = 0.25. For clarity we subtracted a constant from both
the energy and the force.

ror remains almost one order of magnitude smaller, com-
pared to the error in direct calculation of the energy. We
believe that this is because the �-functional is much more
challenging to compute precisely within Monte Carlo11,
while the derivative of � is the self-energy, which is very
precisely sampled by the Monte Carlo method.

Many authors suggested that Se-height plays an im-
portant role in determining superconducting Tc in Fe-
superconductors37. Theoretical studies of correlations in
iron superconductors showed, that the level of correlation
strength is strongly coupled to the anion-height7, as the
higher anion position increases the distance between Fe
and the anion, thereby reducing the Fe-anion hybridiza-
tion. As a consequence, the strength of the local mag-
netic moment is increased and correlations are increased.
This is clear from the substitution of Se by larger Te,
which increases the anion heigh, and as a consequence,
the correlation strength is increased significantly.7. Note
that this e↵ect was recently also confirmed experimen-
tally.38

As discussed above, previous theoretical studies and
the experiments suggest that the increased anion height
leads to larger fluctuating moment, but in the previous
theoretical studies the crystal structures of various Fe su-
perconductors was taken from experiment, and was not
theoretically optimized. To estimate the electron-phonon
coupling in FeSe within DFT+DMFT, the coupling be-
tween the crystal structure and electronic structure was
analyzed in Ref. 41, using only the total energy of the
system, as we did not have implementation of forces, and
structural optimization was very time consuming.

To establish that the size of the fluctuating moment
and anion height are internally consistently predicted by
the theory, one should see that larger fluctuating mo-

FIG. 3: (Color online): The optimized z position of Se atom
for di↵erent values of Hund’s coupling JH . The experimental
values exp(a) and exp(b) correspond to X-ray measurements
of Ref. 39 and Ref. 40, respectively.

ment must lead to increased anion heigh, as otherwise
cancelation e↵ect would occur and possibly significantly
reduce or even reverse the e↵ect, previously predicted by
theory7.
Here we calculate the optimized Se height as a function

of Hund’s rule coupling JH , which has a strong e↵ect on
strengthening the fluctuating moment.6 It is natural to
expect that an increased fluctuating moment will reduce
tendency to bind, and hence increase anion heigh. It
is however interesting to see in Fig. 4 that this e↵ect is
strongest at exactly the physically most relevant value of
JH ⇡ 0.8 eV30. At larger JH > 0.9 eV and smaller JH <
0.7 eV, the curve tends to saturate. We thus see that FeSe
is situated at exactly the critical position, where small
change of its correlation strength, or fluctuating moment,
changes its properties dramatically. It is tempting to
correlate this with experimental findings that pressure
and intercalation has a dramatic e↵ect of its Tc.

We notice that both LDA and GGA significantly un-
derestimate the anion-height. We mark two X-ray mea-
surements on powder samples in Fig. 4, which lead to
somewhat di↵erent value for zSe. This discrepancy will
likely be resolved by measurements on a single crystal of
FeSe. DMFT agrees better with Ref. 39, as JH of 0.75 eV
is quite close to best estimates of its value in iron super-
conductors30. The Se-heigh from Ref. 40 is somewhat
outside the values suggested by the present theory. We
note that Ref. 39 considered wider range on angles in the
fit, hence it likely lead to more precise value for ZSe than
in Ref. 40.

While the change of zSe from 0.265 at JH = 0.7 eV to
zSe = 0.28 at JH = 0.9 eV might seem small, we show be-
low that it has dramatic consequence for the strength of
correlations on Fe atom. Previous studies of the 5-band
Hubbard model6 have established that for fixed crystal
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FIG. 4: (Color online): Mass enhancement of di↵erent or-
bitals versus Hund’s coupling JH , when zSe is optimized the-
oretically. Note logarithmic scale for mass.

structure, the increase of the Hund’s rule coupling in-
creases e↵ective mass and the correlation strength. But
here we show that by considering the feedback e↵ect of
the magnetic moment on the crystal structure, this ef-
fect appears to be even stronger. In Fig. 4 we show the
strengthening of the e↵ective mass, as compared to LDA,
for di↵erent orbitals versus Hund’s coupling. Note that
for larger JH , we do not give a single number, but rather
a range of values for m⇤. This is because our calculation
is performed at fixed temperature T ⇡ 50K, at which
the metallic state becomes increasingly incoherent with
increased JH . In such incoherent metal, di↵erent extrap-
olations of the numerical data can lead to di↵erent esti-
mates of the mass, hence we mark a range. The size of
the spread can also be used as a measure of incoherency,
namely, as the orbital is more incoherent, its precision
for mass estimation decreases. Experimentally, at 50K
the measured band dispersion should be more consistent
with the lowest estimation of the mass, while at even
lower temperature in the Fermi liquid regime, the mass
should increase and should be more consistent with the
highest estimates.

Notice that the plot is logarithmic, hence Hund’s cou-
pling increases mass exponentially for all orbitals. Notice
also that the mass di↵erentiation is also increased expo-
nentially, for example at JH = 0.9 the xy orbital has over
50% larger mass than xz/yz orbital, while at JH = 0.7,
the xy orbital is only 20% more massive than xz/yz.
Hence, Hund’s coupling not just increases correlations,
but rather makes di↵erentiation between orbitals larger.

This is one of the central elements of the physics of
Hund’s metals6,42, in which spin-spin Kondo coupling
turns ferromagnetic and therefore slows down spin fluctu-
ations, thereby increasing the e↵ective mass of quasipar-
ticles, while the charge fluctuations remain very fast, and
hence charge is not blocked, unlike in the Hubbard or t-J

model. Due to coupling of the spin and orbital through
Kondo physics, the system becomes Fermi liquid at zero
temperature.42 This physics is thus very di↵erent from
the Hubbard physics.
Here we used rotationally invariant Slater form of the

Coulomb interaction, where Slater integrals are related
to JH by F 2 = 8.6154JH and F 4 = 5.3846JH . Note
that the same value of JH , using simpler Kanamori
parametrization of the Coulomb repulsion, leads to even
larger mass enhancements.
Note also that we do not see spin-frozen ground state,

or proximity to a quantum critical points, as found in
some model studies43, whenever we use rotationally in-
variant form of the Hund’s coupling. When we use the
density-density interaction only, which is not rotation-
ally invariant, we do however find spin-freezing and in-
coherent metal, in which coherence is not restored with
decreasing temperature. The latter seems to be a prop-
erty of certain forms of Coulomb interactions, which do
not explicitly obey rotational invariance, and the reason
behind deserves further study.

IV. CONCLUSIONS AND DISCUSSION

In this manuscript we derived forces on atoms within
ab-initio approach termed DFT+Embedded DMFT
functional. This method combines the DFT with the
DMFT such that it embeds the DMFT Feynman dia-
grams directly in real space to the DFT real space func-
tional. The resulting functional is stationary, as we en-
sure that the projector P =

P
↵� |�↵i h�↵| ⌦ |��i h�� |

is independent of the electronic charge density, so that
�P/�G = 0. This property of the projector ensures that
the variation of functional ��[G] vanishes when the usual
Dyson Eq. 7 is satisfied. Note that when Wannier func-
tions are used for projector, then �P/�G does not vanish,
and hence the variation of the functional �[G] does not
lead to a usual form of the Dyson equation Eq. 7. More
complicated Dyson equation would than need to be used.
The derivative of the stationary functional with respect

to atomic displacement was derived analytically, and we
showed that the Pulay force contains only simple terms,
which appear due to our choice of atom centered basis.
We show explicitly that quantities, which are numeri-
cally di�cult to evaluate, cancel out. In particular, the
two particle vertex function, which appears due to varia-
tion of the self-energy �⌃/�G, cancels out. Moreover, the
�[G] functional, which is needed for free energy evalua-
tion, is not needed for computing forces. The resulting
forces on atoms can thus be very e�ciently computed,
and we implemented them in LAPW basis. We showed
that even though quantum Monte Carlo leads to consid-
erable noise in evaluating the free energy (noise of the
order of a meV ) the force contains less noise (of the or-
der of 0.2 meV/a.u.), hence this precision of the force
allows one to e�ciently optimize crystal structures.
We optimized the crystal structure of FeSe for di↵erent

Optimizing FeSe structure - Hunds metal

exp(a): T. M. McQueen, … R.J.Cava, PRB 79, 014522 
(2009).

exp(b): R. S. Kumar, … C. Chen, The Journal of 
Physical Chemistry B 114, 12597 (2010).
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DFT PART

x lapwso :     adds spin-orbit

x lapw1:
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x lapw0 :
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x core :
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x mixer: 
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init_lapw :
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Z = Z
atom

X

k

1

k!

Z
�

0
d⌧1

Z
�

0
d⌧ 01 · · ·

Z
�

0
d⌧

k

Z
�

0
d⌧ 0

k

X

↵1↵
0
1,↵2,↵

0
2,···↵k↵

0
k

hT
⌧

 
↵

0
1
(⌧ 01) 

†
↵1
(⌧1) · · · 

↵

0
k
(⌧ 0

k

) †
↵k

(⌧
k

)i
atom

⇥

1

k!
Det

0

BB@

�

↵1↵
0
1
(⌧1, ⌧

0
1) �

↵2↵
0
2
(⌧2, ⌧

0
2) · · · · · ·

· · · · · · · · · · · ·
· · · · · · · · · · · ·

�

↵k↵
0
1
(⌧

k

, ⌧ 01) · · · · · · �

↵k↵
0
k
(⌧

k

, ⌧ 0
k

)

1

CCA

H =

X

↵�

 †
↵E

↵�
imp � +

X

↵���

U↵��� 
†
↵ 

†
� � � +

X

↵�

Vk↵� 
†
↵ck� + V ⇤

k�↵c
†
k� ↵ +

X

k�

✏k�c
†
k�ck�

Z =

Z
D[ † ]e�S

atom

Z
D[c†c]e�S

bath

�S
V

= Z0

Z
D[ † ]e�S

atom

�
R R

d⌧d⌧ 0 †
↵

(⌧)�
↵�

(⌧�⌧ 0) 
�

(⌧ 0)

(84) �↵�(i!) =
X

k�

V ⇤
k↵�V��

i! � ✏k�

(85)

Z =

Z
D[ † ]e�

R
�

0

R
�

0 d⌧d⌧ 0 †
↵

(⌧)
(

(� @

@⌧

�E
imp

)�(⌧�⌧ 0)��(⌧�⌧ 0)
)

 
↵

0 (⌧ 0)�
R
�

0 d⌧
P

↵���

U
↵���

 †
↵

 †
�

 
�

 
�

⇢atom(r)(86)

⇢(r) ! VKS(r), Vext(r)

VKS(r), Vext(r) ! "DFT
k,i , DFT

k,i(87)

"DFT
k,i , DFT

k,i ! ⇢val(r), Evalence(88)

VKS(r), Vext(r) ! ⇢core(r), Ecore(89)

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(90)

run_lapw ==

x lapw2:
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DFT+DMFT COMBINED

run_dmft.py ==

x lapwso :     adds spin-orbit

run_lapw :

x lapw1:
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k,i ! ⇢val(r), Evalence(88)

VKS(r), Vext(r) ! ⇢core(r), Ecore(89)

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(90)
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VKS(r), Vext(r) ! "DFT
k,i , DFT

k,i(87)

"DFT
k,i , DFT

k,i ! ⇢val(r), Evalence(88)

VKS(r), Vext(r) ! ⇢core(r), Ecore(89)

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(90)

x mixer: 
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k,i ! ⇢val(r), Evalence(88)

VKS(r), Vext(r) ! ⇢core(r), Ecore(89)
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SOME FORMULAS FOR SLIDES 7

Z = Z
atom

X

k

1

k!

Z
�

0
d⌧1

Z
�

0
d⌧ 01 · · ·

Z
�

0
d⌧

k

Z
�

0
d⌧ 0

k

X

↵1↵
0
1,↵2,↵

0
2,···↵k↵

0
k

hT
⌧

 
↵

0
1
(⌧ 01) 

†
↵1
(⌧1) · · · 

↵

0
k
(⌧ 0

k

) †
↵k

(⌧
k

)i
atom

⇥

1

k!
Det

0

BB@

�

↵1↵
0
1
(⌧1, ⌧

0
1) �

↵2↵
0
2
(⌧2, ⌧

0
2) · · · · · ·

· · · · · · · · · · · ·
· · · · · · · · · · · ·

�

↵k↵
0
1
(⌧

k

, ⌧ 01) · · · · · · �

↵k↵
0
k
(⌧

k

, ⌧ 0
k

)

1

CCA

H =

X

↵�

 †
↵E

↵�
imp � +

X

↵���

U↵��� 
†
↵ 

†
� � � +

X

↵�

Vk↵� 
†
↵ck� + V ⇤

k�↵c
†
k� ↵ +

X

k�

✏k�c
†
k�ck�

Z =

Z
D[ † ]e�S

atom

Z
D[c†c]e�S

bath

�S
V

= Z0

Z
D[ † ]e�S

atom

�
R R

d⌧d⌧ 0 †
↵

(⌧)�
↵�

(⌧�⌧ 0) 
�

(⌧ 0)

(84) �↵�(i!) =
X

k�

V ⇤
k↵�V��

i! � ✏k�

(85)

Z =

Z
D[ † ]e�

R
�

0

R
�

0 d⌧d⌧ 0 †
↵

(⌧)
(

(� @

@⌧

�E
imp

)�(⌧�⌧ 0)��(⌧�⌧ 0)
)

 
↵

0 (⌧ 0)�
R
�

0 d⌧
P

↵���

U
↵���

 †
↵

 †
�

 
�

 
�

⇢atom(r)(86)

⇢(r) ! VKS(r), Vext(r)

VKS(r), Vext(r) ! "DFT
k,i , DFT

k,i(87)

"DFT
k,i , DFT

k,i ! ⇢val(r), Evalence(88)

VKS(r), Vext(r) ! ⇢core(r), Ecore(89)

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(90)

⇢DFT
(r)(91)

x_dmft.py dmft2 : 
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⇢atom(r)(86)

⇢(r) ! VKS(r), Vext(r)

VKS(r), Vext(r) ! "DFT
k,i , DFT

k,i(87)

"DFT
k,i , DFT

k,i ! ⇢val(r), Evalence(88)

VKS(r), Vext(r) ! ⇢core(r), Ecore(89)

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(90)

⇢DFT
(r)(91)

⌃

DMFT
(!), "DFT

k,i , DFT
k,i ! ⇢val(r), Evalence(92)

VKS(r), Vext(r) ! ⇢core(r), Ecore(93)

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(94)

x_dmft.py dmft1:
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⇢(r) ! VKS(r), Vext(r)

VKS(r), Vext(r) ! "DFT
k,i , DFT

k,i(87)

"DFT
k,i , DFT

k,i ! ⇢val(r), Evalence(88)

VKS(r), Vext(r) ! ⇢core(r), Ecore(89)

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(90)
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�(!), Eimp ! ⌃(!), GDMFT

VKS(r), Vext(r) ! ⇢core(r), Ecore

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(94)

impurity solver : CTQMC,OCA,NCA
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⇢(r) ! VKS(r), Vext(r)

VKS(r), Vext(r) ! "DFT
k,i , DFT

k,i(87)

"DFT
k,i , DFT

k,i ! ⇢val(r), Evalence(88)

VKS(r), Vext(r) ! ⇢core(r), Ecore(89)

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(90)

⇢DFT
(r)(91)
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k,i ! ⇢val(r), Evalence(92)
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k,i ! GDMFT

(r),�(!)(93)

�(!), Eimp ! ⌃(!), GDMFT

VKS(r), Vext(r) ! ⇢core(r), Ecore

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(94)
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⇢atom(r)(86)

⇢(r) ! VKS(r), Vext(r)

VKS(r), Vext(r) ! "DFT
k,i , DFT

k,i(87)

"DFT
k,i , DFT

k,i ! ⇢val(r), Evalence(88)

VKS(r), Vext(r) ! ⇢core(r), Ecore(89)

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(90)

SOME FORMULAS FOR SLIDES 7

Z = Z
atom

X

k

1

k!

Z
�

0
d⌧1

Z
�

0
d⌧ 01 · · ·

Z
�

0
d⌧

k

Z
�

0
d⌧ 0

k

X

↵1↵
0
1,↵2,↵

0
2,···↵k↵

0
k

hT
⌧

 
↵

0
1
(⌧ 01) 

†
↵1
(⌧1) · · · 

↵

0
k
(⌧ 0

k

) †
↵k

(⌧
k

)i
atom

⇥

1

k!
Det

0

BB@

�

↵1↵
0
1
(⌧1, ⌧

0
1) �

↵2↵
0
2
(⌧2, ⌧

0
2) · · · · · ·

· · · · · · · · · · · ·
· · · · · · · · · · · ·

�

↵k↵
0
1
(⌧

k

, ⌧ 01) · · · · · · �

↵k↵
0
k
(⌧

k

, ⌧ 0
k

)

1

CCA

H =

X

↵�

 †
↵E

↵�
imp � +

X

↵���

U↵��� 
†
↵ 

†
� � � +

X

↵�

Vk↵� 
†
↵ck� + V ⇤

k�↵c
†
k� ↵ +

X

k�

✏k�c
†
k�ck�

Z =

Z
D[ † ]e�S

atom

Z
D[c†c]e�S

bath

�S
V

= Z0

Z
D[ † ]e�S

atom

�
R R

d⌧d⌧ 0 †
↵

(⌧)�
↵�

(⌧�⌧ 0) 
�

(⌧ 0)

(84) �↵�(i!) =
X

k�

V ⇤
k↵�V��

i! � ✏k�

(85)

Z =

Z
D[ † ]e�

R
�

0

R
�

0 d⌧d⌧ 0 †
↵

(⌧)
(

(� @

@⌧

�E
imp

)�(⌧�⌧ 0)��(⌧�⌧ 0)
)

 
↵

0 (⌧ 0)�
R
�

0 d⌧
P

↵���

U
↵���

 †
↵

 †
�

 
�

 
�

⇢atom(r)(86)

⇢(r) ! VKS(r), Vext(r)

VKS(r), Vext(r) ! "DFT
k,i , DFT

k,i(87)

"DFT
k,i , DFT

k,i ! ⇢val(r), Evalence(88)

VKS(r), Vext(r) ! ⇢core(r), Ecore(89)

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(90)
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EX
VDMFT

[{⇢}] = �1

2

Z
drdr0

 
X

mm0

hr|�imi h�im| ⇢ |�im0i h�im0 |r0i
! 

X

m00m000

hr0|�im00i h�im00 | ⇢ |�im000i h�im000 |ri
!
VDMFT (r� r0)

= �1

2

X
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h�im|⇢|�im0i h�im00 |⇢|�im000i
Z

drdr0�i⇤m000(r)�i⇤m0(r0)VDMFT (r� r0)�im00(r0)�im(r)

= �1

2

X
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⇢imm0⇢im00m000 h�im000�im0 |VDMFT |�im00�imi

�

DC,X
= �1

2

Z
drdr0⇢0(r, r0)⇢0(r0r)VDMFT (r� r0) (44)

EF =

⇣
2⇡2

(

ˆP⇢)2/3
⌘
/(2m)

G�1
0 = [i!n + µ+r2 � Vnuc(r)]�(r� r0) (45)

Fimp = Tr logGimp � Tr(⌃impGimp) + �[Gimp] (46)

�[Gimp] == �[

ˆPG]

EX
LDA[⇢] = �0.9163Ry

�
3
4⇡⇢
�1/3

G ! ˆPG

VC ! VDMFT

�VDMFT [{Glocal}]

Eelectron�gas
[

ˆP⇢ = ⇢loc, VDMFT ] =

Z
dr⇢loc(r)"

VDMFT
c (⇢loc(r))

Tr(

�"k!n

i! + µ� "k!n

) = Tr(| ik!ni
1

i! + µ� "k!n

h ik!n |
X

Rµ,mm0

|�µmi h�µm|�(⌃� VDC)|�µm0i h�µm0 |) + ...

= Tr(G
X

Rµ,mm0

|�µmi h�µm|�(⌃� VDC)|�µm0i h�µm0 |) + ...

= Tr(Gloc�(⌃� VDC)) + ...

⌃(!), "DFT
k,i , DFT

k,i (r) ! Glocal(!),�(!), Eimp, nlocal (47)
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EX
VDMFT

[{⇢}] = �1

2

Z
drdr0

 
X
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hr|�imi h�im| ⇢ |�im0i h�im0 |r0i
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X

m00m000
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!
VDMFT (r� r0)

= �1

2

X

m,m0,m00,m00

h�im|⇢|�im0i h�im00 |⇢|�im000i
Z

drdr0�i⇤m000(r)�i⇤m0(r0)VDMFT (r� r0)�im00(r0)�im(r)

= �1

2

X

m,m0,m00,m00

⇢imm0⇢im00m000 h�im000�im0 |VDMFT |�im00�imi

�

DC,X
= �1

2

Z
drdr0⇢0(r, r0)⇢0(r0r)VDMFT (r� r0) (44)

EF =

⇣
2⇡2

(

ˆP⇢)2/3
⌘
/(2m)

G�1
0 = [i!n + µ+r2 � Vnuc(r)]�(r� r0) (45)

Fimp = Tr logGimp � Tr(⌃impGimp) + �[Gimp] (46)

�[Gimp] == �[

ˆPG]

EX
LDA[⇢] = �0.9163Ry

�
3
4⇡⇢
�1/3

G ! ˆPG

VC ! VDMFT

�VDMFT [{Glocal}]

Eelectron�gas
[

ˆP⇢ = ⇢loc, VDMFT ] =

Z
dr⇢loc(r)"

VDMFT
c (⇢loc(r))

Tr(

�"k!n

i! + µ� "k!n

) = Tr(| ik!ni
1

i! + µ� "k!n

h ik!n |
X

Rµ,mm0

|�µmi h�µm|�(⌃� VDC)|�µm0i h�µm0 |) + ...

= Tr(G
X

Rµ,mm0

|�µmi h�µm|�(⌃� VDC)|�µm0i h�µm0 |) + ...

= Tr(Gloc�(⌃� VDC)) + ...

⌃(!), "DFT
k,i , DFT

k,i (r) ! Glocal(!),�(!), Eimp, nlocal (47)

input output

1) Construct projector:

5

P (rr0,Rµ,mm0
) = hr|�µmi h�µm0 |r0i (48)

hr|�µmi = ul(|r�Rµ|)Ylm(

\r�Rµ) (49)

¯

⌃ij(k,!) =
X

Rµ

h k,i|�µmi (⌃µ
mm0(!)� V µ

DC) h�
µ
m0 | k,ji (50)

Gµ
local mm0 =

X

k,ij

h�µm| k,ii (! + µ� "k � ¯

⌃(k,!))�1
ij h k,j |�µm0i =

1

! � Eµ
imp � ⌃

µ
(!)��

µ
(!)

(51)

2) Embed self-energy:

5

P (rr0,Rµ,mm0
) = hr|�µmi h�µm0 |r0i (48)

hr|�µmi = ul(|r�Rµ|)Ylm(

\r�Rµ) (49)

¯

⌃ij(k,!) =
X

Rµ

h k,i|�µmi (⌃µ
mm0(!)� V µ

DC) h�
µ
m0 | k,ji (50)

Gµ
local mm0 =

X

k,ij

h�µm| k,ii (! + µ� "k � ¯

⌃(k,!))�1
ij h k,j |�µm0i =

1

! � Eµ
imp � ⌃

µ
(!)��

µ
(!)

(51)

where

3) Calculate local Green’s function, hybridization, imp. levels: 

symmetrization over all group operations is performed 
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�

⇢atom(r)(86)

⇢(r) ! VKS(r), Vext(r)

VKS(r), Vext(r) ! "DFT
k,i , DFT

k,i(87)

"DFT
k,i , DFT

k,i ! ⇢val(r), Evalence(88)

VKS(r), Vext(r) ! ⇢core(r), Ecore(89)

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(90)

⇢DFT
(r)(91)

⌃

DMFT
(!), "DFT

k,i , DFT
k,i ! ⇢val(r), Evalence(92)

⌃

DMFT
(!), "DFT

k,i , DFT
k,i ! GDMFT

(r),�(!)(93)

�(!), Eimp ! ⌃(!), GDMFT

VKS(r), Vext(r) ! ⇢core(r), Ecore

⇢val + ⇢core, ⇢old(r) ! ⇢new(r)(94)

5

P (rr0,Rµ,mm0
) = hr|�µmi h�µm0 |r0i (48)

hr|�µmi = ul(|r�Rµ|)Ylm(

\r�Rµ) (49)

¯
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Rµ

h DFT
k,i |�µmi (⌃µ

mm0(!)� V µ
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µ
m0 | DFT
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k,ij

h�µm| DFT
k,i i (! + µ� "k � ¯

⌃(k,!))�1
ij h DFT

k,j |�µm0i =
1

! � Eµ
imp � ⌃
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(!)

(51)

⇢DMFT
val (r), Evalence, Fvalence,F
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�
�r2
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¯

⌃

�
| k,i!n,ii = | k,i!n,ii "DMFT

k,i!n,i (53)

("DFT
k,i1 �i1,i2 + h DFT

k,i1 |¯⌃| DFT
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k,i2 | k,i!,ii = h DFT
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⇢DMFT
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k � ¯
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1
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Epotential
imp

Fimp = Tr((�+ "imp � !n
d�

d!n
)Gimp) + Epotential

imp � T Simp

5
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(!)��
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⇢DMFT
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¯

⌃
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X
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⇥
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⌃k(!))
�1
⇤
ij
 DFT
k,j

⇤
(r) (55)
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EX
VDMFT
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EF =

⇣
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(

ˆP⇢)2/3
⌘
/(2m)

G�1
0 = [i!n + µ+r2 � Vnuc(r)]�(r� r0) (45)

Fimp = Tr logGimp � Tr(⌃impGimp) + �[Gimp] (46)

�[Gimp] == �[

ˆPG]

EX
LDA[⇢] = �0.9163Ry

�
3
4⇡⇢
�1/3

G ! ˆPG

VC ! VDMFT

�VDMFT [{Glocal}]

Eelectron�gas
[

ˆP⇢ = ⇢loc, VDMFT ] =

Z
dr⇢loc(r)"

VDMFT
c (⇢loc(r))

Tr(

�"k!n

i! + µ� "k!n

) = Tr(| ik!ni
1

i! + µ� "k!n

h ik!n |
X

Rµ,mm0

|�µmi h�µm|�(⌃� VDC)|�µm0i h�µm0 |) + ...

= Tr(G
X

Rµ,mm0

|�µmi h�µm|�(⌃� VDC)|�µm0i h�µm0 |) + ...

= Tr(Gloc�(⌃� VDC)) + ...

⌃(!), "DFT
k,i , DFT

k,i (r) ! Glocal(!),�(!), Eimp, nlocal (47)

input output

1) Construct projector:

5

P (rr0,Rµ,mm0
) = hr|�µmi h�µm0 |r0i (48)

hr|�µmi = ul(|r�Rµ|)Ylm(

\r�Rµ) (49)

¯

⌃ij(k,!) =
X

Rµ

h k,i|�µmi (⌃µ
mm0(!)� V µ

DC) h�
µ
m0 | k,ji (50)
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local mm0 =

X
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h�µm| k,ii (! + µ� "k � ¯

⌃(k,!))�1
ij h k,j |�µm0i =

1

! � Eµ
imp � ⌃

µ
(!)��

µ
(!)

(51)

2) Embed self-energy:

5

P (rr0,Rµ,mm0
) = hr|�µmi h�µm0 |r0i (48)

hr|�µmi = ul(|r�Rµ|)Ylm(

\r�Rµ) (49)

¯

⌃ij(k,!) =
X
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h k,i|�µmi (⌃µ
mm0(!)� V µ
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! � Eµ
imp � ⌃

µ
(!)��

µ
(!)

(51)

where

3) Solve the Dyson Eq.: 

5

P (rr0,Rµ,mm0
) = hr|�µmi h�µm0 |r0i (48)

hr|�µmi = ul(|r�Rµ|)Ylm(
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¯
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X
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Gµ
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X
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! � Eµ
imp � ⌃
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(!)��

µ
(!)

(51)

⇢DMFT
val (r), Evalence, Fvalence,F
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(52)

symmetrization over group operations not performed 

5

P (rr0,Rµ,mm0
) = hr|�µmi h�µm0 |r0i (48)

hr|�µmi = ul(|r�Rµ|)Ylm(

\r�Rµ) (49)

¯
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X

Rµ
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imp � ⌃
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⇢DMFT
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5
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¯
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local mm0 =

X

k,ij

h�µm| k,ii (! + µ� "k � ¯
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! � Eµ
imp � ⌃
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µ
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(51)

⇢DMFT
val (r), Evalence, Fvalence,F
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�
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⌃(r, r0) =
X

Rµ

hr|�µmi (⌃µ
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1
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5
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¯
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5) Calculate DMFT electronic charge in space: 
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6) Calculate DMFT free energy and forces on all atoms 

x_dmft.py dmft2 : 

SOME FORMULAS FOR SLIDES 7
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$> ssh -X stud[..]@summer2016.ccs.usherbrooke.edu 
$> qsub -I -X 
$> module load edmftf 
$> export OMP_NUM_THREADS=2 
$> cd MnO  
$> init_dmft.py

http://hauleweb.rutgers.edu/tutorials/ Tutorial 1 on MnO

To answer the questions, look at:

this sets up DMFT projector

click:

start interactive session

load the module

don’t use too many cores!

Initialize the DMFT calculation
http://summer2016.ccs.usherbrooke.ca/dmft/



$> mkdir ../DMFT_MnO; cd ../DMFT_MnO 
$> dmft_copy.py ../MnO 
$> x kgen -f MnO 
            2000 
$> cp $RESULT/MnO/params.dat  . 
$> szero.py -e 38.22 -T 0.025853 
$> cp $RESULT/submit2.sh . 
$> exit 
$> cd DMFT_MnO 
$> qsub  submit2.sh

create blank Sigma (T=1/beta=1/38.68)

stop interactive session

obtain submission script

submit to the queue

get params file

fresh start in new dir

copy necessary files here

increase number of k-points

return to the current dir

Continue… initialize the DMFT calculation



Monitor the job
$> less dmft_info.out  
$> less ‘:log’ 
$> plot -u1:3,1:5 -x:10  MnO.dlt1 
$> plot -x:20 -g -u1:3,1:5 imp.0/Gf.out.?.1 
$> less info.iterate 
$> plot -g -u1:9,1:10 info.iterate 
$> grep ‘:CHARGE’ MnO.dayfile

check the master log file

check execution log

plot hybridization function

plot the DMFT output G

see current energy/mu/Vdc/…

it might take too much  time to converge…

how well is charge converged

plot lattice & impurity occupancy

After some time you should kill your job, and 
continue with postprocessing

To kill your job, type

$> qstat 
$> qdel  <Job ID> 

find your job ID



Postprocessing maxent
$> mkdir maxent; cd maxent 
$> saverage.py $RESULT/MnO/sig.inp.1?.1 
$> cp $RESULT/MnO/maxent/maxent_params.dat . 
$> qsub -I -X 
$> module load edmftf 
$> cd DMFT_MnO/maxent 
$> maxent_run.py sig.inpx 
$> plot -u1:3,1:5 Sig.out 

average over a few MC steps

parameters for maxent

new directory

interactive session

go back to the new dir

run maxent

plot Sigma on real axis

you should get:



$> mkdir ../onreal; cd ../onreal 
$> dmft_copy.py  $RESULT/MnO 
$> cp ../maxent/Sig.out sig.ip 

edit the second line of MnO.indmfl file and change the flag matsubara to 0  
    0 0.025 0.025 200 -3.000000 1.000000  # matsubara,..

$> x lapw0 -f MnO 
$> x lapw1 -f MnO 
$> x_dmft.py dmft1 
$> plot -x-10:10 -uall MnO.cdos 
$> plot -x-10:10 -u1:3,1:5 MnO.gc1 

new directory

copy converged DMFT outputs

recompute KS potential

replace Sigma(iom) with Sigma(om)

recompute KS eigensystem

compute DOS and G on real axis

plots partial DOS

plots local G(omega)

Postprocessing DOS

you should get:



Post-processing band structure
$> cp $RESULT/MnO/onreal/MnO.klist_band . 
$> x lapw1 -f MnO -band 

edit the second line of MnO.indmfl file and change omega_min, 
omega_max to -6 6  
    0 0.025 0.025 200 -6.000000 6.000000  # matsubara,..

$> x_dmft.py dmftp 
$> cp $RESULT/MnO/EF.dat . 
$> wakplot.py 0.02

get k-path

get final EF

compute dmft eigvals

KS eigvals on k-path

plot spectral function

you should get:



FeSe

Repeat all above steps for FeSe reading the tutorial at:

http://hauleweb.rutgers.edu/tutorials/ Tutorial 2 on FeSeclick:



Thank you!


