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Motivation: Testing our 
ability to understand the 
electronic structure of 

complex 
correlated materials.

Developing DMFT into an 
electronic structure tool, 

understanding qualitatively universal 
and system specific  aspects.  

Computational tool 
is (DFT,DMFT)

The driving force:
Experimental probes
Optics,APRES,STM,

…

interplay
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Wien2K+DMFT
multiorbital CTQMC, full potential basis, charge self-consistent.
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Weiss mean field theory for spin systems
Exact in the limit of large z

Classical problem of spin in
a magnetic field

Bright Future:Dynamical Mean Field 
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Weiss mean field theory for spin systems
Exact in the limit of large z

Classical problem of spin in
a magnetic field

Dynamical mean field theory (DMFT) 
for the electronic problem
exact in the limit of large z

(G. Kotliar S. Savrasov K.H., V. Oudovenko O. Parcollet and C. Marianetti, RMP 2006).
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Weiss mean field theory for spin systems
Exact in the limit of large z

Classical problem of spin in
a magnetic field

Problem of a quantum impurity 
(atom in a fermionic band)

Space fluctuations are ignored, 
time fluctuations are treated exactly

Dynamical mean field theory (DMFT) 
for the electronic problem
exact in the limit of large z

(G. Kotliar S. Savrasov K.H., V. Oudovenko O. Parcollet and C. Marianetti, RMP 2006).
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Weiss mean field theory for spin systems
Exact in the limit of large z

Classical problem of spin in
a magnetic field

Problem of a quantum impurity 
(atom in a fermionic band)

Space fluctuations are ignored, 
time fluctuations are treated exactly

Dynamical mean field theory (DMFT) 
for the electronic problem
exact in the limit of large z

(G. Kotliar S. Savrasov K.H., V. Oudovenko O. Parcollet and C. Marianetti, RMP 2006).

Improvements: 
•Impurity solvers (Numerically exact continuous time QMC method)
•Charge SC implementation, avoids construction of low energy models

Bright Future:Dynamical Mean Field 
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Wüstite, FeO, is important constituent of the 
Earth’s lower mantle and possibly in the core

IRON OXIDE

Very common in life:
Fe2+ pigment, in cosmetics & tattoo inks
Fe3+ corrosion

Physical properties under high pressure still poorly understood.  
Important for geophysical science : origin of the Earths magnetic field

Is FeO insulating/conducting in the lower mantle  under high pressure and high T?
How does B-field (created  in the lower mantle) propagate to the surface?

What is magnetomechanical coupling between the Earth’s mantle and core?
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CsCl-type (B2) phase of FeO was found to be exist above
240 GPa and 4000 K [16].

The first experiment was carried out between 32 and
132 GPa at high temperatures (circle symbols in Fig. 1).
Between 30 and 50 GPa, XRD spectra show the structure
change from rB1 to B1 with increasing temperature. The
resistance of the rB1 phase dramatically decreased with
increasing temperature, as is expected in an insulator. The
resistance of B1 FeO showed a much smaller temperature
dependence [Figs. 2(a) and 2(b)], consistent with being a
bad metal or bad insulator, i.e., intermediate between pro-
totypical metallic and prototypical insulating behavior.
The observed nonmetallic behavior in rB1 and B1 FeO is
in good accordance with that obtained in our previous
study [9]. We next measured the resistance from 58 GPa
and 300 K to 73 GPa and 2270 K after gas compression
[Fig. 2(c)]. The temperature dependence of the B1 resist-
ance changed sign to positive at 70 GPa and 1870 K. The
positive temperature slope is consistent with metallic
behavior; we find that B1 FeO metallizes at that P-T
condition. We further measured the resistance of B1 FeO
at higher pressures up to 132 GPa and 2320 K, indicating
it remained metallic [Fig. 2(d)]. We obtained a temperature
coefficient (!;"ðTÞ ¼ "ðT0Þf1þ !ðT % T0Þg, where ", T
and T0 are electrical resistivity, temperature and
reference temperature, respectively) of metallic B1 FeO
of ð3:2& 0:3Þ ' 10%4 K%1, which did not change

appreciably with pressure [Fig. 2(d)]. In the second and
third sets of experiments, we also observed metallization of
B1 FeO, confirming the first set of experiments (Fig. 1).
The present results demonstrate that the metal-insulator
transition in B1 FeO occurs at around 70 GPa and 1900 K.
The transition boundary has a negative P-T slope, which
was determined from our data in a temperature range
between 1400 and 2000 K (Fig. 1). Throughout all the
experimental runs, no evidence for reaction or decompo-
sition of FeO was observed from obtained XRD spectra.
Knittle et al. [5] first reported the metallization of

Fe0:94O under shock-wave compression. They observed
high electrical conductivity of FeO approximately of
106 S=m comparable to that of pure iron and iron-silicon
alloy above 72 GPa. They observed a decrease in the
conductivity with increasing shock compression, and thus
higher temperatures, which also was evidence for metal-
lization. It was thought that this metallization corresponds
to the transition to the B8 structure [7] but it now appears
that the B8 structure does not appear until higher pressures
at these temperatures, and the metallization we observe
occurs in the B1 structure at high temperatures. Electrical
conductivity of metallic B1 phase measured in this study is
much lower than 106 S=m, although positive temperature
dependence of the B1 resistance obviously indicates the
metallic nature. The discrepancy in the resistivity between
present and previous measurements could be derived from
variant chemical compositions in FeO (Fe0:94O; Knittle
et al. [5], Fe0:96O; this study). Indeed, the electrical con-
ductivity of Fe0:91O is twice as high as that of Fe0:94O at
1 bar and low temperatures [17].
Our theoretical calculations also show metallization, are

consistent with our experimental observations, and reveal
the mechanism of metallization of B1 FeO. In the DFT-
DMFT method [18], the strong correlations on Fe ion are
treated by the DMFT, adding self-energy!ði!Þ to the DFT
Kohn-Sham Hamiltonian. The self-energy !ði!Þ contains
all Feynman diagrams local to the Fe ion. No downfolding
or other approximations were used, and the calculations are
all-electron as implemented in Ref. [19]. The self-
consistency matrix equation is Pði!þ#%HKS %
E!0Þ%1 ¼ ði!% Eimp %!%"Þ%1, where P is the projec-

tion from the crystal with the LAPW representation to the
Fe local orbitals,# is the chemical potential adjusted to get
the right number of electrons, HKS is the Kohn-Sham DFT
Hamiltonian, E is the embedding of the impurity into 2the
crystal (inverse of P), !0 ¼ !% EDC, where EDC is
the double counting correction, and Eimp and "ði!Þ are
the impurity levels and hybridization, respectively. The
impurity solver takes as input Eimp and "ði!Þ and delivers
!ði!Þ as the output. We used the Wu-Cohen GGA ex-
change correlation functional in HKS [20]. Brillouin zone
integrations were done over 1000 k points in the whole
zone in the self-consistent calculations and 8000 k points
for the density of states and conductance computations.

FIG. 1. Phase diagram of FeO. Stabilities of rB1, insulating
B1, and metallic B1 phases are represented by solid, gray solid
and open symbols, respectively. Circles, squares and triangles
indicate each set of experiments (runs1–3). A metal-insulator
transition boundary shown as bold line is determined from
present data, and linearly extrapolated to the melting condition
(broken bold line). The estimated uncertainty in location of the
transition is shown by gray band. The melting curve and the
phase boundaries of FeO shown as broken lines are from
previous studies [1,7,38]. The uncertainty in temperature was
about &10%, and that in pressure was smaller than &5 GPa,
mainly due to the variation in temperature when the equation of
state of gold was applied.
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increasing temperature and pressure, but
the diffraction peaks from the rhombohe-
dral phase were observable even at 1100 K
and 80 GPa. The sample was not recovered
from the experiment because the diamond
anvil broke in the attempt to obtain higher
pressure. In the second experiment, the
transition was completed at 96 GPa and
800 K. To observe the transition in reverse,
we isothermally decompressed the sample at
900 K. The back transition from the high-
pressure phase to the rhombohedral phase
was not observed during the decompression.
Instead, the high-pressure phase trans-
formed directly back to the cubic phase at
45 GPa. The lattice parameter of the recov-
ered sample was ao = 4.324 + 0.001 A,
virtually the same as that of the starting
material (9), a0 = 4.323 + 0.001 A. On the
basis of the two high-pressure and high-
temperature experiments, the transition
from the rhombohedral phase to the high-
pressure phase has a negative pressure-tem-
perature slope with P = 118.0 - 0.051T. A
triple point is therefore inferred to occur at
66 ± 3 GPa and 1020 + 50 K (Fig. 1).

The diffraction pattern of the high-pres-
sure phase consists of six observable diffrac-
tion peaks between 1.0 and 3.0 A, which we
indexed by using a hexagonal cell (Table
1). The calculations were based on a NiAs-
type structure with lattice parameters a =
2.574(2) A and c = 5.172(4) A. It is clear
that the observed new diffraction lines fit
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Fig. 1. Experimentally determined phase diagram
of FeO. Data are shown by symbols: open
squares, rock salt structure (B1); open triangles,
rhombohedral phase; and solid circles, NiAs-type
structure (B8). The shock-induced transition point
(1) is represented by an open circle. The open and
solid arrows indicate metallization of FeO inferred
from electrical resistance measurements in the
laser-heated diamond-anvil cell (21). The melting
curve (dashed curve) is from laser-heating exper-
iments in the diamond-anvil cell (22). A higher
melting temperature at high pressure has also
been reported (21).

the NiAs structure (B8) well. The density
variation of the NiAs phase of FeO is com-
parable to the variation in shock compres-
sion data (Fig. 2). A least squares fit of the
static compression data at 900 K to the
Birch-Mumaghan equation of state (10)
yielded isothermal bulk modulus KT = 172
+ 14 GPa and its pressure derivative (aKT
lP)T = 4.3 ± 0.6 for the high-pressure
NiAs phase of FeO.

Our phase diagram of FeO (Fig. 1) sug-
gests that the observed density discontinu-
ity at about 70 GPa along the Hugoniot
curve from the shock compression experi-
ment is consistent with the transition from
the rock salt (B1) to the NiAs (B8) struc-
ture. The NiAs structure of FeO consists of
hexagonally close-packed layers of 0 and Fe
alternately stacked along the c axis. The
structure is closely related to the rock salt
structure and can be derived by variation of
the stacking along the body diagonal direc-
tion (the [111] direction, corresponding to
the c axis in the NiAs structure) in the rock
salt structure (2, 4, 11). The NiAs structure
can accommodate a greater degree of cova-
lent and metallic bonding by changing its
c/a ratio to bring metal atoms closer togeth-
er and to create more distorted octahedrons
(3). The c/a ratio is a good indicator of the
volume change between the rock salt and
NiAs structures, and the metal-metal dis-
tance reflects the effective radii of the ions.
The experimentally determined c/a ratio for
the NiAs phase of FeO is about 2.02 +
0.01, substantially larger than the ideal val-
ue of 1.63. However, the result, in general,
is consistent with the correlation between
c/a ratio and the difference in cation-anion
electronegativity (2).
A density discontinuity exists along the

Hugoniot of FeO in the shock compression
experiments (1, 6). However, the density
change between the high- and low-pressure
phases of FeO, derived from the shock com-
pression data, has been uncertain because of
the ambiguity in defining the phase bound-
ary. Jeanloz and Ahrens (1) calculated a
density increase of 4% at 70 GPa for the
shock-induced transition, whereas Jackson

Table 1. Observed and calculated x-ray diffrac-
tion pattern of FeO at 96 GPa and 800 K.

h k I dobs dcali* dobs / tdcal obst

0 0 2 2.594 2.586 0.008 s
1 0 0 2.224 2.229 -0.005 m
1 0 1 2.043 2.047 -0.004 s
1 0 2 1.686 1.688 -0.002 vs
0 0 4 1.293 1.293 0.000 mw
1 1 2 1.153 1.152 0.001 mw

*Hexagonal unit cell: a = 2.574(2) A and c = 5.172(4) A,
which gives c/a = 2.01. tThe relative intensities of
the peaks are described as strong (s), medium (m), very
strong (vs), and medium weak (mw).
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and co-workers (2, 4) argued that the den-
sity increase could be as high as 14 to 20%
if the 101-GPa datum (compare with Fig. 2)
was not used in characterization of the
high-pressure phase. The uncertainty in the
density increase across the shock-induced
transition resulted in a wide range of hy-
potheses on the nature of the transition
(1-4, 12). It has been proposed that the
densification is caused by a phase transition
either from rock salt (B1) to CsCI (B2) or
from rock salt to NiAs structures, a spin-
pairing transition, or a Mott transition. Our
experimental results show that the high-
pressure phase has a NiAs structure. The
density of the NiAs phase of FeO, deter-
mined from x-ray diffraction data, indicates
that the 101-GPa datum in the shock wave
experiment (1) is consistent with the den-
sity of the high-pressure NiAs phase (Fig.
2). The density increase across the transi-
tion, determined from our static compres-
sion data, is about 4%, consistent with the
original evaluation of the shock compres-
sion data (1). The 4% density increase can
be explained by geometric rearrangement
from rock salt to NiAs structures and the
measured c/a ratio of the NiAs phase (4).
Based on the measured c/a ratio of the NiAs
phase of FeO, the Fe-Fe distance in the
NiAs structure is about 8% shorter than
that in the rock salt structure. The Fe-Fe

0

0

0)
0
a.

7.0 7.5 8.0 8.5 9.0 9.5
Density (g/cm3)

Fig. 2. Densities of the high-pressure NiAs phase
of FeO as a function of pressure at 900 K com-
pared with the shock compression data. Our stat-
ic compression data are shown by the open
squares; the size of the symbols represents the
uncertainties in pressure and density. Hugoniot
data are shown by the solid circles (1) and crosses
(6). Hugoniot temperatures (1) are indicated by
numbers. The dashed and solid curves are the
calculated shock compression curve (1) and the
best fit to the static compression data at 900 K,
respectively.

1679

-1
m liiiiiiiiii . - 1111 iii i 11 91111 IMWAW-M

RM .a- - a\.

 o
n 

Ja
nu

ar
y 

7,
 2

01
2

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fro

m
 

Yingwei Fei and Ho-kwang Mao 
Science 266, 1678 (1994).

FeO phase diagram
Prior  understanding  of the PD New   Phase Diagram 2011
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CsCl-type (B2) phase of FeO was found to be exist above
240 GPa and 4000 K [16].

The first experiment was carried out between 32 and
132 GPa at high temperatures (circle symbols in Fig. 1).
Between 30 and 50 GPa, XRD spectra show the structure
change from rB1 to B1 with increasing temperature. The
resistance of the rB1 phase dramatically decreased with
increasing temperature, as is expected in an insulator. The
resistance of B1 FeO showed a much smaller temperature
dependence [Figs. 2(a) and 2(b)], consistent with being a
bad metal or bad insulator, i.e., intermediate between pro-
totypical metallic and prototypical insulating behavior.
The observed nonmetallic behavior in rB1 and B1 FeO is
in good accordance with that obtained in our previous
study [9]. We next measured the resistance from 58 GPa
and 300 K to 73 GPa and 2270 K after gas compression
[Fig. 2(c)]. The temperature dependence of the B1 resist-
ance changed sign to positive at 70 GPa and 1870 K. The
positive temperature slope is consistent with metallic
behavior; we find that B1 FeO metallizes at that P-T
condition. We further measured the resistance of B1 FeO
at higher pressures up to 132 GPa and 2320 K, indicating
it remained metallic [Fig. 2(d)]. We obtained a temperature
coefficient (!;"ðTÞ ¼ "ðT0Þf1þ !ðT % T0Þg, where ", T
and T0 are electrical resistivity, temperature and
reference temperature, respectively) of metallic B1 FeO
of ð3:2& 0:3Þ ' 10%4 K%1, which did not change

appreciably with pressure [Fig. 2(d)]. In the second and
third sets of experiments, we also observed metallization of
B1 FeO, confirming the first set of experiments (Fig. 1).
The present results demonstrate that the metal-insulator
transition in B1 FeO occurs at around 70 GPa and 1900 K.
The transition boundary has a negative P-T slope, which
was determined from our data in a temperature range
between 1400 and 2000 K (Fig. 1). Throughout all the
experimental runs, no evidence for reaction or decompo-
sition of FeO was observed from obtained XRD spectra.
Knittle et al. [5] first reported the metallization of

Fe0:94O under shock-wave compression. They observed
high electrical conductivity of FeO approximately of
106 S=m comparable to that of pure iron and iron-silicon
alloy above 72 GPa. They observed a decrease in the
conductivity with increasing shock compression, and thus
higher temperatures, which also was evidence for metal-
lization. It was thought that this metallization corresponds
to the transition to the B8 structure [7] but it now appears
that the B8 structure does not appear until higher pressures
at these temperatures, and the metallization we observe
occurs in the B1 structure at high temperatures. Electrical
conductivity of metallic B1 phase measured in this study is
much lower than 106 S=m, although positive temperature
dependence of the B1 resistance obviously indicates the
metallic nature. The discrepancy in the resistivity between
present and previous measurements could be derived from
variant chemical compositions in FeO (Fe0:94O; Knittle
et al. [5], Fe0:96O; this study). Indeed, the electrical con-
ductivity of Fe0:91O is twice as high as that of Fe0:94O at
1 bar and low temperatures [17].
Our theoretical calculations also show metallization, are

consistent with our experimental observations, and reveal
the mechanism of metallization of B1 FeO. In the DFT-
DMFT method [18], the strong correlations on Fe ion are
treated by the DMFT, adding self-energy!ði!Þ to the DFT
Kohn-Sham Hamiltonian. The self-energy !ði!Þ contains
all Feynman diagrams local to the Fe ion. No downfolding
or other approximations were used, and the calculations are
all-electron as implemented in Ref. [19]. The self-
consistency matrix equation is Pði!þ#%HKS %
E!0Þ%1 ¼ ði!% Eimp %!%"Þ%1, where P is the projec-

tion from the crystal with the LAPW representation to the
Fe local orbitals,# is the chemical potential adjusted to get
the right number of electrons, HKS is the Kohn-Sham DFT
Hamiltonian, E is the embedding of the impurity into 2the
crystal (inverse of P), !0 ¼ !% EDC, where EDC is
the double counting correction, and Eimp and "ði!Þ are
the impurity levels and hybridization, respectively. The
impurity solver takes as input Eimp and "ði!Þ and delivers
!ði!Þ as the output. We used the Wu-Cohen GGA ex-
change correlation functional in HKS [20]. Brillouin zone
integrations were done over 1000 k points in the whole
zone in the self-consistent calculations and 8000 k points
for the density of states and conductance computations.

FIG. 1. Phase diagram of FeO. Stabilities of rB1, insulating
B1, and metallic B1 phases are represented by solid, gray solid
and open symbols, respectively. Circles, squares and triangles
indicate each set of experiments (runs1–3). A metal-insulator
transition boundary shown as bold line is determined from
present data, and linearly extrapolated to the melting condition
(broken bold line). The estimated uncertainty in location of the
transition is shown by gray band. The melting curve and the
phase boundaries of FeO shown as broken lines are from
previous studies [1,7,38]. The uncertainty in temperature was
about &10%, and that in pressure was smaller than &5 GPa,
mainly due to the variation in temperature when the equation of
state of gold was applied.
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increasing temperature and pressure, but
the diffraction peaks from the rhombohe-
dral phase were observable even at 1100 K
and 80 GPa. The sample was not recovered
from the experiment because the diamond
anvil broke in the attempt to obtain higher
pressure. In the second experiment, the
transition was completed at 96 GPa and
800 K. To observe the transition in reverse,
we isothermally decompressed the sample at
900 K. The back transition from the high-
pressure phase to the rhombohedral phase
was not observed during the decompression.
Instead, the high-pressure phase trans-
formed directly back to the cubic phase at
45 GPa. The lattice parameter of the recov-
ered sample was ao = 4.324 + 0.001 A,
virtually the same as that of the starting
material (9), a0 = 4.323 + 0.001 A. On the
basis of the two high-pressure and high-
temperature experiments, the transition
from the rhombohedral phase to the high-
pressure phase has a negative pressure-tem-
perature slope with P = 118.0 - 0.051T. A
triple point is therefore inferred to occur at
66 ± 3 GPa and 1020 + 50 K (Fig. 1).

The diffraction pattern of the high-pres-
sure phase consists of six observable diffrac-
tion peaks between 1.0 and 3.0 A, which we
indexed by using a hexagonal cell (Table
1). The calculations were based on a NiAs-
type structure with lattice parameters a =
2.574(2) A and c = 5.172(4) A. It is clear
that the observed new diffraction lines fit
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Fig. 1. Experimentally determined phase diagram
of FeO. Data are shown by symbols: open
squares, rock salt structure (B1); open triangles,
rhombohedral phase; and solid circles, NiAs-type
structure (B8). The shock-induced transition point
(1) is represented by an open circle. The open and
solid arrows indicate metallization of FeO inferred
from electrical resistance measurements in the
laser-heated diamond-anvil cell (21). The melting
curve (dashed curve) is from laser-heating exper-
iments in the diamond-anvil cell (22). A higher
melting temperature at high pressure has also
been reported (21).

the NiAs structure (B8) well. The density
variation of the NiAs phase of FeO is com-
parable to the variation in shock compres-
sion data (Fig. 2). A least squares fit of the
static compression data at 900 K to the
Birch-Mumaghan equation of state (10)
yielded isothermal bulk modulus KT = 172
+ 14 GPa and its pressure derivative (aKT
lP)T = 4.3 ± 0.6 for the high-pressure
NiAs phase of FeO.

Our phase diagram of FeO (Fig. 1) sug-
gests that the observed density discontinu-
ity at about 70 GPa along the Hugoniot
curve from the shock compression experi-
ment is consistent with the transition from
the rock salt (B1) to the NiAs (B8) struc-
ture. The NiAs structure of FeO consists of
hexagonally close-packed layers of 0 and Fe
alternately stacked along the c axis. The
structure is closely related to the rock salt
structure and can be derived by variation of
the stacking along the body diagonal direc-
tion (the [111] direction, corresponding to
the c axis in the NiAs structure) in the rock
salt structure (2, 4, 11). The NiAs structure
can accommodate a greater degree of cova-
lent and metallic bonding by changing its
c/a ratio to bring metal atoms closer togeth-
er and to create more distorted octahedrons
(3). The c/a ratio is a good indicator of the
volume change between the rock salt and
NiAs structures, and the metal-metal dis-
tance reflects the effective radii of the ions.
The experimentally determined c/a ratio for
the NiAs phase of FeO is about 2.02 +
0.01, substantially larger than the ideal val-
ue of 1.63. However, the result, in general,
is consistent with the correlation between
c/a ratio and the difference in cation-anion
electronegativity (2).
A density discontinuity exists along the

Hugoniot of FeO in the shock compression
experiments (1, 6). However, the density
change between the high- and low-pressure
phases of FeO, derived from the shock com-
pression data, has been uncertain because of
the ambiguity in defining the phase bound-
ary. Jeanloz and Ahrens (1) calculated a
density increase of 4% at 70 GPa for the
shock-induced transition, whereas Jackson

Table 1. Observed and calculated x-ray diffrac-
tion pattern of FeO at 96 GPa and 800 K.

h k I dobs dcali* dobs / tdcal obst

0 0 2 2.594 2.586 0.008 s
1 0 0 2.224 2.229 -0.005 m
1 0 1 2.043 2.047 -0.004 s
1 0 2 1.686 1.688 -0.002 vs
0 0 4 1.293 1.293 0.000 mw
1 1 2 1.153 1.152 0.001 mw

*Hexagonal unit cell: a = 2.574(2) A and c = 5.172(4) A,
which gives c/a = 2.01. tThe relative intensities of
the peaks are described as strong (s), medium (m), very
strong (vs), and medium weak (mw).
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and co-workers (2, 4) argued that the den-
sity increase could be as high as 14 to 20%
if the 101-GPa datum (compare with Fig. 2)
was not used in characterization of the
high-pressure phase. The uncertainty in the
density increase across the shock-induced
transition resulted in a wide range of hy-
potheses on the nature of the transition
(1-4, 12). It has been proposed that the
densification is caused by a phase transition
either from rock salt (B1) to CsCI (B2) or
from rock salt to NiAs structures, a spin-
pairing transition, or a Mott transition. Our
experimental results show that the high-
pressure phase has a NiAs structure. The
density of the NiAs phase of FeO, deter-
mined from x-ray diffraction data, indicates
that the 101-GPa datum in the shock wave
experiment (1) is consistent with the den-
sity of the high-pressure NiAs phase (Fig.
2). The density increase across the transi-
tion, determined from our static compres-
sion data, is about 4%, consistent with the
original evaluation of the shock compres-
sion data (1). The 4% density increase can
be explained by geometric rearrangement
from rock salt to NiAs structures and the
measured c/a ratio of the NiAs phase (4).
Based on the measured c/a ratio of the NiAs
phase of FeO, the Fe-Fe distance in the
NiAs structure is about 8% shorter than
that in the rock salt structure. The Fe-Fe

0

0

0)
0
a.

7.0 7.5 8.0 8.5 9.0 9.5
Density (g/cm3)

Fig. 2. Densities of the high-pressure NiAs phase
of FeO as a function of pressure at 900 K com-
pared with the shock compression data. Our stat-
ic compression data are shown by the open
squares; the size of the symbols represents the
uncertainties in pressure and density. Hugoniot
data are shown by the solid circles (1) and crosses
(6). Hugoniot temperatures (1) are indicated by
numbers. The dashed and solid curves are the
calculated shock compression curve (1) and the
best fit to the static compression data at 900 K,
respectively.
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CsCl-type (B2) phase of FeO was found to be exist above
240 GPa and 4000 K [16].

The first experiment was carried out between 32 and
132 GPa at high temperatures (circle symbols in Fig. 1).
Between 30 and 50 GPa, XRD spectra show the structure
change from rB1 to B1 with increasing temperature. The
resistance of the rB1 phase dramatically decreased with
increasing temperature, as is expected in an insulator. The
resistance of B1 FeO showed a much smaller temperature
dependence [Figs. 2(a) and 2(b)], consistent with being a
bad metal or bad insulator, i.e., intermediate between pro-
totypical metallic and prototypical insulating behavior.
The observed nonmetallic behavior in rB1 and B1 FeO is
in good accordance with that obtained in our previous
study [9]. We next measured the resistance from 58 GPa
and 300 K to 73 GPa and 2270 K after gas compression
[Fig. 2(c)]. The temperature dependence of the B1 resist-
ance changed sign to positive at 70 GPa and 1870 K. The
positive temperature slope is consistent with metallic
behavior; we find that B1 FeO metallizes at that P-T
condition. We further measured the resistance of B1 FeO
at higher pressures up to 132 GPa and 2320 K, indicating
it remained metallic [Fig. 2(d)]. We obtained a temperature
coefficient (!;"ðTÞ ¼ "ðT0Þf1þ !ðT % T0Þg, where ", T
and T0 are electrical resistivity, temperature and
reference temperature, respectively) of metallic B1 FeO
of ð3:2& 0:3Þ ' 10%4 K%1, which did not change

appreciably with pressure [Fig. 2(d)]. In the second and
third sets of experiments, we also observed metallization of
B1 FeO, confirming the first set of experiments (Fig. 1).
The present results demonstrate that the metal-insulator
transition in B1 FeO occurs at around 70 GPa and 1900 K.
The transition boundary has a negative P-T slope, which
was determined from our data in a temperature range
between 1400 and 2000 K (Fig. 1). Throughout all the
experimental runs, no evidence for reaction or decompo-
sition of FeO was observed from obtained XRD spectra.
Knittle et al. [5] first reported the metallization of

Fe0:94O under shock-wave compression. They observed
high electrical conductivity of FeO approximately of
106 S=m comparable to that of pure iron and iron-silicon
alloy above 72 GPa. They observed a decrease in the
conductivity with increasing shock compression, and thus
higher temperatures, which also was evidence for metal-
lization. It was thought that this metallization corresponds
to the transition to the B8 structure [7] but it now appears
that the B8 structure does not appear until higher pressures
at these temperatures, and the metallization we observe
occurs in the B1 structure at high temperatures. Electrical
conductivity of metallic B1 phase measured in this study is
much lower than 106 S=m, although positive temperature
dependence of the B1 resistance obviously indicates the
metallic nature. The discrepancy in the resistivity between
present and previous measurements could be derived from
variant chemical compositions in FeO (Fe0:94O; Knittle
et al. [5], Fe0:96O; this study). Indeed, the electrical con-
ductivity of Fe0:91O is twice as high as that of Fe0:94O at
1 bar and low temperatures [17].
Our theoretical calculations also show metallization, are

consistent with our experimental observations, and reveal
the mechanism of metallization of B1 FeO. In the DFT-
DMFT method [18], the strong correlations on Fe ion are
treated by the DMFT, adding self-energy!ði!Þ to the DFT
Kohn-Sham Hamiltonian. The self-energy !ði!Þ contains
all Feynman diagrams local to the Fe ion. No downfolding
or other approximations were used, and the calculations are
all-electron as implemented in Ref. [19]. The self-
consistency matrix equation is Pði!þ#%HKS %
E!0Þ%1 ¼ ði!% Eimp %!%"Þ%1, where P is the projec-

tion from the crystal with the LAPW representation to the
Fe local orbitals,# is the chemical potential adjusted to get
the right number of electrons, HKS is the Kohn-Sham DFT
Hamiltonian, E is the embedding of the impurity into 2the
crystal (inverse of P), !0 ¼ !% EDC, where EDC is
the double counting correction, and Eimp and "ði!Þ are
the impurity levels and hybridization, respectively. The
impurity solver takes as input Eimp and "ði!Þ and delivers
!ði!Þ as the output. We used the Wu-Cohen GGA ex-
change correlation functional in HKS [20]. Brillouin zone
integrations were done over 1000 k points in the whole
zone in the self-consistent calculations and 8000 k points
for the density of states and conductance computations.

FIG. 1. Phase diagram of FeO. Stabilities of rB1, insulating
B1, and metallic B1 phases are represented by solid, gray solid
and open symbols, respectively. Circles, squares and triangles
indicate each set of experiments (runs1–3). A metal-insulator
transition boundary shown as bold line is determined from
present data, and linearly extrapolated to the melting condition
(broken bold line). The estimated uncertainty in location of the
transition is shown by gray band. The melting curve and the
phase boundaries of FeO shown as broken lines are from
previous studies [1,7,38]. The uncertainty in temperature was
about &10%, and that in pressure was smaller than &5 GPa,
mainly due to the variation in temperature when the equation of
state of gold was applied.
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increasing temperature and pressure, but
the diffraction peaks from the rhombohe-
dral phase were observable even at 1100 K
and 80 GPa. The sample was not recovered
from the experiment because the diamond
anvil broke in the attempt to obtain higher
pressure. In the second experiment, the
transition was completed at 96 GPa and
800 K. To observe the transition in reverse,
we isothermally decompressed the sample at
900 K. The back transition from the high-
pressure phase to the rhombohedral phase
was not observed during the decompression.
Instead, the high-pressure phase trans-
formed directly back to the cubic phase at
45 GPa. The lattice parameter of the recov-
ered sample was ao = 4.324 + 0.001 A,
virtually the same as that of the starting
material (9), a0 = 4.323 + 0.001 A. On the
basis of the two high-pressure and high-
temperature experiments, the transition
from the rhombohedral phase to the high-
pressure phase has a negative pressure-tem-
perature slope with P = 118.0 - 0.051T. A
triple point is therefore inferred to occur at
66 ± 3 GPa and 1020 + 50 K (Fig. 1).

The diffraction pattern of the high-pres-
sure phase consists of six observable diffrac-
tion peaks between 1.0 and 3.0 A, which we
indexed by using a hexagonal cell (Table
1). The calculations were based on a NiAs-
type structure with lattice parameters a =
2.574(2) A and c = 5.172(4) A. It is clear
that the observed new diffraction lines fit

E!
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3300

2800' Liquid , -

2300 '//
1800 Shock wave data

1300 NiAs-type
NaCI-type (B8)

(Bi) A \
800~~~

hombohedralA
o0 20 40 60 80 100

Pressure (GPa)
120 140

Fig. 1. Experimentally determined phase diagram
of FeO. Data are shown by symbols: open
squares, rock salt structure (B1); open triangles,
rhombohedral phase; and solid circles, NiAs-type
structure (B8). The shock-induced transition point
(1) is represented by an open circle. The open and
solid arrows indicate metallization of FeO inferred
from electrical resistance measurements in the
laser-heated diamond-anvil cell (21). The melting
curve (dashed curve) is from laser-heating exper-
iments in the diamond-anvil cell (22). A higher
melting temperature at high pressure has also
been reported (21).

the NiAs structure (B8) well. The density
variation of the NiAs phase of FeO is com-
parable to the variation in shock compres-
sion data (Fig. 2). A least squares fit of the
static compression data at 900 K to the
Birch-Mumaghan equation of state (10)
yielded isothermal bulk modulus KT = 172
+ 14 GPa and its pressure derivative (aKT
lP)T = 4.3 ± 0.6 for the high-pressure
NiAs phase of FeO.

Our phase diagram of FeO (Fig. 1) sug-
gests that the observed density discontinu-
ity at about 70 GPa along the Hugoniot
curve from the shock compression experi-
ment is consistent with the transition from
the rock salt (B1) to the NiAs (B8) struc-
ture. The NiAs structure of FeO consists of
hexagonally close-packed layers of 0 and Fe
alternately stacked along the c axis. The
structure is closely related to the rock salt
structure and can be derived by variation of
the stacking along the body diagonal direc-
tion (the [111] direction, corresponding to
the c axis in the NiAs structure) in the rock
salt structure (2, 4, 11). The NiAs structure
can accommodate a greater degree of cova-
lent and metallic bonding by changing its
c/a ratio to bring metal atoms closer togeth-
er and to create more distorted octahedrons
(3). The c/a ratio is a good indicator of the
volume change between the rock salt and
NiAs structures, and the metal-metal dis-
tance reflects the effective radii of the ions.
The experimentally determined c/a ratio for
the NiAs phase of FeO is about 2.02 +
0.01, substantially larger than the ideal val-
ue of 1.63. However, the result, in general,
is consistent with the correlation between
c/a ratio and the difference in cation-anion
electronegativity (2).
A density discontinuity exists along the

Hugoniot of FeO in the shock compression
experiments (1, 6). However, the density
change between the high- and low-pressure
phases of FeO, derived from the shock com-
pression data, has been uncertain because of
the ambiguity in defining the phase bound-
ary. Jeanloz and Ahrens (1) calculated a
density increase of 4% at 70 GPa for the
shock-induced transition, whereas Jackson

Table 1. Observed and calculated x-ray diffrac-
tion pattern of FeO at 96 GPa and 800 K.

h k I dobs dcali* dobs / tdcal obst

0 0 2 2.594 2.586 0.008 s
1 0 0 2.224 2.229 -0.005 m
1 0 1 2.043 2.047 -0.004 s
1 0 2 1.686 1.688 -0.002 vs
0 0 4 1.293 1.293 0.000 mw
1 1 2 1.153 1.152 0.001 mw

*Hexagonal unit cell: a = 2.574(2) A and c = 5.172(4) A,
which gives c/a = 2.01. tThe relative intensities of
the peaks are described as strong (s), medium (m), very
strong (vs), and medium weak (mw).
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and co-workers (2, 4) argued that the den-
sity increase could be as high as 14 to 20%
if the 101-GPa datum (compare with Fig. 2)
was not used in characterization of the
high-pressure phase. The uncertainty in the
density increase across the shock-induced
transition resulted in a wide range of hy-
potheses on the nature of the transition
(1-4, 12). It has been proposed that the
densification is caused by a phase transition
either from rock salt (B1) to CsCI (B2) or
from rock salt to NiAs structures, a spin-
pairing transition, or a Mott transition. Our
experimental results show that the high-
pressure phase has a NiAs structure. The
density of the NiAs phase of FeO, deter-
mined from x-ray diffraction data, indicates
that the 101-GPa datum in the shock wave
experiment (1) is consistent with the den-
sity of the high-pressure NiAs phase (Fig.
2). The density increase across the transi-
tion, determined from our static compres-
sion data, is about 4%, consistent with the
original evaluation of the shock compres-
sion data (1). The 4% density increase can
be explained by geometric rearrangement
from rock salt to NiAs structures and the
measured c/a ratio of the NiAs phase (4).
Based on the measured c/a ratio of the NiAs
phase of FeO, the Fe-Fe distance in the
NiAs structure is about 8% shorter than
that in the rock salt structure. The Fe-Fe

0
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7.0 7.5 8.0 8.5 9.0 9.5
Density (g/cm3)

Fig. 2. Densities of the high-pressure NiAs phase
of FeO as a function of pressure at 900 K com-
pared with the shock compression data. Our stat-
ic compression data are shown by the open
squares; the size of the symbols represents the
uncertainties in pressure and density. Hugoniot
data are shown by the solid circles (1) and crosses
(6). Hugoniot temperatures (1) are indicated by
numbers. The dashed and solid curves are the
calculated shock compression curve (1) and the
best fit to the static compression data at 900 K,
respectively.
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CsCl-type (B2) phase of FeO was found to be exist above
240 GPa and 4000 K [16].

The first experiment was carried out between 32 and
132 GPa at high temperatures (circle symbols in Fig. 1).
Between 30 and 50 GPa, XRD spectra show the structure
change from rB1 to B1 with increasing temperature. The
resistance of the rB1 phase dramatically decreased with
increasing temperature, as is expected in an insulator. The
resistance of B1 FeO showed a much smaller temperature
dependence [Figs. 2(a) and 2(b)], consistent with being a
bad metal or bad insulator, i.e., intermediate between pro-
totypical metallic and prototypical insulating behavior.
The observed nonmetallic behavior in rB1 and B1 FeO is
in good accordance with that obtained in our previous
study [9]. We next measured the resistance from 58 GPa
and 300 K to 73 GPa and 2270 K after gas compression
[Fig. 2(c)]. The temperature dependence of the B1 resist-
ance changed sign to positive at 70 GPa and 1870 K. The
positive temperature slope is consistent with metallic
behavior; we find that B1 FeO metallizes at that P-T
condition. We further measured the resistance of B1 FeO
at higher pressures up to 132 GPa and 2320 K, indicating
it remained metallic [Fig. 2(d)]. We obtained a temperature
coefficient (!;"ðTÞ ¼ "ðT0Þf1þ !ðT % T0Þg, where ", T
and T0 are electrical resistivity, temperature and
reference temperature, respectively) of metallic B1 FeO
of ð3:2& 0:3Þ ' 10%4 K%1, which did not change

appreciably with pressure [Fig. 2(d)]. In the second and
third sets of experiments, we also observed metallization of
B1 FeO, confirming the first set of experiments (Fig. 1).
The present results demonstrate that the metal-insulator
transition in B1 FeO occurs at around 70 GPa and 1900 K.
The transition boundary has a negative P-T slope, which
was determined from our data in a temperature range
between 1400 and 2000 K (Fig. 1). Throughout all the
experimental runs, no evidence for reaction or decompo-
sition of FeO was observed from obtained XRD spectra.
Knittle et al. [5] first reported the metallization of

Fe0:94O under shock-wave compression. They observed
high electrical conductivity of FeO approximately of
106 S=m comparable to that of pure iron and iron-silicon
alloy above 72 GPa. They observed a decrease in the
conductivity with increasing shock compression, and thus
higher temperatures, which also was evidence for metal-
lization. It was thought that this metallization corresponds
to the transition to the B8 structure [7] but it now appears
that the B8 structure does not appear until higher pressures
at these temperatures, and the metallization we observe
occurs in the B1 structure at high temperatures. Electrical
conductivity of metallic B1 phase measured in this study is
much lower than 106 S=m, although positive temperature
dependence of the B1 resistance obviously indicates the
metallic nature. The discrepancy in the resistivity between
present and previous measurements could be derived from
variant chemical compositions in FeO (Fe0:94O; Knittle
et al. [5], Fe0:96O; this study). Indeed, the electrical con-
ductivity of Fe0:91O is twice as high as that of Fe0:94O at
1 bar and low temperatures [17].
Our theoretical calculations also show metallization, are

consistent with our experimental observations, and reveal
the mechanism of metallization of B1 FeO. In the DFT-
DMFT method [18], the strong correlations on Fe ion are
treated by the DMFT, adding self-energy!ði!Þ to the DFT
Kohn-Sham Hamiltonian. The self-energy !ði!Þ contains
all Feynman diagrams local to the Fe ion. No downfolding
or other approximations were used, and the calculations are
all-electron as implemented in Ref. [19]. The self-
consistency matrix equation is Pði!þ#%HKS %
E!0Þ%1 ¼ ði!% Eimp %!%"Þ%1, where P is the projec-

tion from the crystal with the LAPW representation to the
Fe local orbitals,# is the chemical potential adjusted to get
the right number of electrons, HKS is the Kohn-Sham DFT
Hamiltonian, E is the embedding of the impurity into 2the
crystal (inverse of P), !0 ¼ !% EDC, where EDC is
the double counting correction, and Eimp and "ði!Þ are
the impurity levels and hybridization, respectively. The
impurity solver takes as input Eimp and "ði!Þ and delivers
!ði!Þ as the output. We used the Wu-Cohen GGA ex-
change correlation functional in HKS [20]. Brillouin zone
integrations were done over 1000 k points in the whole
zone in the self-consistent calculations and 8000 k points
for the density of states and conductance computations.

FIG. 1. Phase diagram of FeO. Stabilities of rB1, insulating
B1, and metallic B1 phases are represented by solid, gray solid
and open symbols, respectively. Circles, squares and triangles
indicate each set of experiments (runs1–3). A metal-insulator
transition boundary shown as bold line is determined from
present data, and linearly extrapolated to the melting condition
(broken bold line). The estimated uncertainty in location of the
transition is shown by gray band. The melting curve and the
phase boundaries of FeO shown as broken lines are from
previous studies [1,7,38]. The uncertainty in temperature was
about &10%, and that in pressure was smaller than &5 GPa,
mainly due to the variation in temperature when the equation of
state of gold was applied.
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increasing temperature and pressure, but
the diffraction peaks from the rhombohe-
dral phase were observable even at 1100 K
and 80 GPa. The sample was not recovered
from the experiment because the diamond
anvil broke in the attempt to obtain higher
pressure. In the second experiment, the
transition was completed at 96 GPa and
800 K. To observe the transition in reverse,
we isothermally decompressed the sample at
900 K. The back transition from the high-
pressure phase to the rhombohedral phase
was not observed during the decompression.
Instead, the high-pressure phase trans-
formed directly back to the cubic phase at
45 GPa. The lattice parameter of the recov-
ered sample was ao = 4.324 + 0.001 A,
virtually the same as that of the starting
material (9), a0 = 4.323 + 0.001 A. On the
basis of the two high-pressure and high-
temperature experiments, the transition
from the rhombohedral phase to the high-
pressure phase has a negative pressure-tem-
perature slope with P = 118.0 - 0.051T. A
triple point is therefore inferred to occur at
66 ± 3 GPa and 1020 + 50 K (Fig. 1).

The diffraction pattern of the high-pres-
sure phase consists of six observable diffrac-
tion peaks between 1.0 and 3.0 A, which we
indexed by using a hexagonal cell (Table
1). The calculations were based on a NiAs-
type structure with lattice parameters a =
2.574(2) A and c = 5.172(4) A. It is clear
that the observed new diffraction lines fit
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Fig. 1. Experimentally determined phase diagram
of FeO. Data are shown by symbols: open
squares, rock salt structure (B1); open triangles,
rhombohedral phase; and solid circles, NiAs-type
structure (B8). The shock-induced transition point
(1) is represented by an open circle. The open and
solid arrows indicate metallization of FeO inferred
from electrical resistance measurements in the
laser-heated diamond-anvil cell (21). The melting
curve (dashed curve) is from laser-heating exper-
iments in the diamond-anvil cell (22). A higher
melting temperature at high pressure has also
been reported (21).

the NiAs structure (B8) well. The density
variation of the NiAs phase of FeO is com-
parable to the variation in shock compres-
sion data (Fig. 2). A least squares fit of the
static compression data at 900 K to the
Birch-Mumaghan equation of state (10)
yielded isothermal bulk modulus KT = 172
+ 14 GPa and its pressure derivative (aKT
lP)T = 4.3 ± 0.6 for the high-pressure
NiAs phase of FeO.

Our phase diagram of FeO (Fig. 1) sug-
gests that the observed density discontinu-
ity at about 70 GPa along the Hugoniot
curve from the shock compression experi-
ment is consistent with the transition from
the rock salt (B1) to the NiAs (B8) struc-
ture. The NiAs structure of FeO consists of
hexagonally close-packed layers of 0 and Fe
alternately stacked along the c axis. The
structure is closely related to the rock salt
structure and can be derived by variation of
the stacking along the body diagonal direc-
tion (the [111] direction, corresponding to
the c axis in the NiAs structure) in the rock
salt structure (2, 4, 11). The NiAs structure
can accommodate a greater degree of cova-
lent and metallic bonding by changing its
c/a ratio to bring metal atoms closer togeth-
er and to create more distorted octahedrons
(3). The c/a ratio is a good indicator of the
volume change between the rock salt and
NiAs structures, and the metal-metal dis-
tance reflects the effective radii of the ions.
The experimentally determined c/a ratio for
the NiAs phase of FeO is about 2.02 +
0.01, substantially larger than the ideal val-
ue of 1.63. However, the result, in general,
is consistent with the correlation between
c/a ratio and the difference in cation-anion
electronegativity (2).
A density discontinuity exists along the

Hugoniot of FeO in the shock compression
experiments (1, 6). However, the density
change between the high- and low-pressure
phases of FeO, derived from the shock com-
pression data, has been uncertain because of
the ambiguity in defining the phase bound-
ary. Jeanloz and Ahrens (1) calculated a
density increase of 4% at 70 GPa for the
shock-induced transition, whereas Jackson

Table 1. Observed and calculated x-ray diffrac-
tion pattern of FeO at 96 GPa and 800 K.

h k I dobs dcali* dobs / tdcal obst

0 0 2 2.594 2.586 0.008 s
1 0 0 2.224 2.229 -0.005 m
1 0 1 2.043 2.047 -0.004 s
1 0 2 1.686 1.688 -0.002 vs
0 0 4 1.293 1.293 0.000 mw
1 1 2 1.153 1.152 0.001 mw

*Hexagonal unit cell: a = 2.574(2) A and c = 5.172(4) A,
which gives c/a = 2.01. tThe relative intensities of
the peaks are described as strong (s), medium (m), very
strong (vs), and medium weak (mw).
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and co-workers (2, 4) argued that the den-
sity increase could be as high as 14 to 20%
if the 101-GPa datum (compare with Fig. 2)
was not used in characterization of the
high-pressure phase. The uncertainty in the
density increase across the shock-induced
transition resulted in a wide range of hy-
potheses on the nature of the transition
(1-4, 12). It has been proposed that the
densification is caused by a phase transition
either from rock salt (B1) to CsCI (B2) or
from rock salt to NiAs structures, a spin-
pairing transition, or a Mott transition. Our
experimental results show that the high-
pressure phase has a NiAs structure. The
density of the NiAs phase of FeO, deter-
mined from x-ray diffraction data, indicates
that the 101-GPa datum in the shock wave
experiment (1) is consistent with the den-
sity of the high-pressure NiAs phase (Fig.
2). The density increase across the transi-
tion, determined from our static compres-
sion data, is about 4%, consistent with the
original evaluation of the shock compres-
sion data (1). The 4% density increase can
be explained by geometric rearrangement
from rock salt to NiAs structures and the
measured c/a ratio of the NiAs phase (4).
Based on the measured c/a ratio of the NiAs
phase of FeO, the Fe-Fe distance in the
NiAs structure is about 8% shorter than
that in the rock salt structure. The Fe-Fe
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Density (g/cm3)

Fig. 2. Densities of the high-pressure NiAs phase
of FeO as a function of pressure at 900 K com-
pared with the shock compression data. Our stat-
ic compression data are shown by the open
squares; the size of the symbols represents the
uncertainties in pressure and density. Hugoniot
data are shown by the solid circles (1) and crosses
(6). Hugoniot temperatures (1) are indicated by
numbers. The dashed and solid curves are the
calculated shock compression curve (1) and the
best fit to the static compression data at 900 K,
respectively.
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CsCl-type (B2) phase of FeO was found to be exist above
240 GPa and 4000 K [16].

The first experiment was carried out between 32 and
132 GPa at high temperatures (circle symbols in Fig. 1).
Between 30 and 50 GPa, XRD spectra show the structure
change from rB1 to B1 with increasing temperature. The
resistance of the rB1 phase dramatically decreased with
increasing temperature, as is expected in an insulator. The
resistance of B1 FeO showed a much smaller temperature
dependence [Figs. 2(a) and 2(b)], consistent with being a
bad metal or bad insulator, i.e., intermediate between pro-
totypical metallic and prototypical insulating behavior.
The observed nonmetallic behavior in rB1 and B1 FeO is
in good accordance with that obtained in our previous
study [9]. We next measured the resistance from 58 GPa
and 300 K to 73 GPa and 2270 K after gas compression
[Fig. 2(c)]. The temperature dependence of the B1 resist-
ance changed sign to positive at 70 GPa and 1870 K. The
positive temperature slope is consistent with metallic
behavior; we find that B1 FeO metallizes at that P-T
condition. We further measured the resistance of B1 FeO
at higher pressures up to 132 GPa and 2320 K, indicating
it remained metallic [Fig. 2(d)]. We obtained a temperature
coefficient (!;"ðTÞ ¼ "ðT0Þf1þ !ðT % T0Þg, where ", T
and T0 are electrical resistivity, temperature and
reference temperature, respectively) of metallic B1 FeO
of ð3:2& 0:3Þ ' 10%4 K%1, which did not change

appreciably with pressure [Fig. 2(d)]. In the second and
third sets of experiments, we also observed metallization of
B1 FeO, confirming the first set of experiments (Fig. 1).
The present results demonstrate that the metal-insulator
transition in B1 FeO occurs at around 70 GPa and 1900 K.
The transition boundary has a negative P-T slope, which
was determined from our data in a temperature range
between 1400 and 2000 K (Fig. 1). Throughout all the
experimental runs, no evidence for reaction or decompo-
sition of FeO was observed from obtained XRD spectra.
Knittle et al. [5] first reported the metallization of

Fe0:94O under shock-wave compression. They observed
high electrical conductivity of FeO approximately of
106 S=m comparable to that of pure iron and iron-silicon
alloy above 72 GPa. They observed a decrease in the
conductivity with increasing shock compression, and thus
higher temperatures, which also was evidence for metal-
lization. It was thought that this metallization corresponds
to the transition to the B8 structure [7] but it now appears
that the B8 structure does not appear until higher pressures
at these temperatures, and the metallization we observe
occurs in the B1 structure at high temperatures. Electrical
conductivity of metallic B1 phase measured in this study is
much lower than 106 S=m, although positive temperature
dependence of the B1 resistance obviously indicates the
metallic nature. The discrepancy in the resistivity between
present and previous measurements could be derived from
variant chemical compositions in FeO (Fe0:94O; Knittle
et al. [5], Fe0:96O; this study). Indeed, the electrical con-
ductivity of Fe0:91O is twice as high as that of Fe0:94O at
1 bar and low temperatures [17].
Our theoretical calculations also show metallization, are

consistent with our experimental observations, and reveal
the mechanism of metallization of B1 FeO. In the DFT-
DMFT method [18], the strong correlations on Fe ion are
treated by the DMFT, adding self-energy!ði!Þ to the DFT
Kohn-Sham Hamiltonian. The self-energy !ði!Þ contains
all Feynman diagrams local to the Fe ion. No downfolding
or other approximations were used, and the calculations are
all-electron as implemented in Ref. [19]. The self-
consistency matrix equation is Pði!þ#%HKS %
E!0Þ%1 ¼ ði!% Eimp %!%"Þ%1, where P is the projec-

tion from the crystal with the LAPW representation to the
Fe local orbitals,# is the chemical potential adjusted to get
the right number of electrons, HKS is the Kohn-Sham DFT
Hamiltonian, E is the embedding of the impurity into 2the
crystal (inverse of P), !0 ¼ !% EDC, where EDC is
the double counting correction, and Eimp and "ði!Þ are
the impurity levels and hybridization, respectively. The
impurity solver takes as input Eimp and "ði!Þ and delivers
!ði!Þ as the output. We used the Wu-Cohen GGA ex-
change correlation functional in HKS [20]. Brillouin zone
integrations were done over 1000 k points in the whole
zone in the self-consistent calculations and 8000 k points
for the density of states and conductance computations.

FIG. 1. Phase diagram of FeO. Stabilities of rB1, insulating
B1, and metallic B1 phases are represented by solid, gray solid
and open symbols, respectively. Circles, squares and triangles
indicate each set of experiments (runs1–3). A metal-insulator
transition boundary shown as bold line is determined from
present data, and linearly extrapolated to the melting condition
(broken bold line). The estimated uncertainty in location of the
transition is shown by gray band. The melting curve and the
phase boundaries of FeO shown as broken lines are from
previous studies [1,7,38]. The uncertainty in temperature was
about &10%, and that in pressure was smaller than &5 GPa,
mainly due to the variation in temperature when the equation of
state of gold was applied.
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increasing temperature and pressure, but
the diffraction peaks from the rhombohe-
dral phase were observable even at 1100 K
and 80 GPa. The sample was not recovered
from the experiment because the diamond
anvil broke in the attempt to obtain higher
pressure. In the second experiment, the
transition was completed at 96 GPa and
800 K. To observe the transition in reverse,
we isothermally decompressed the sample at
900 K. The back transition from the high-
pressure phase to the rhombohedral phase
was not observed during the decompression.
Instead, the high-pressure phase trans-
formed directly back to the cubic phase at
45 GPa. The lattice parameter of the recov-
ered sample was ao = 4.324 + 0.001 A,
virtually the same as that of the starting
material (9), a0 = 4.323 + 0.001 A. On the
basis of the two high-pressure and high-
temperature experiments, the transition
from the rhombohedral phase to the high-
pressure phase has a negative pressure-tem-
perature slope with P = 118.0 - 0.051T. A
triple point is therefore inferred to occur at
66 ± 3 GPa and 1020 + 50 K (Fig. 1).

The diffraction pattern of the high-pres-
sure phase consists of six observable diffrac-
tion peaks between 1.0 and 3.0 A, which we
indexed by using a hexagonal cell (Table
1). The calculations were based on a NiAs-
type structure with lattice parameters a =
2.574(2) A and c = 5.172(4) A. It is clear
that the observed new diffraction lines fit

E!

a)
I-

3300

2800' Liquid , -

2300 '//
1800 Shock wave data

1300 NiAs-type
NaCI-type (B8)

(Bi) A \
800~~~

hombohedralA
o0 20 40 60 80 100

Pressure (GPa)
120 140

Fig. 1. Experimentally determined phase diagram
of FeO. Data are shown by symbols: open
squares, rock salt structure (B1); open triangles,
rhombohedral phase; and solid circles, NiAs-type
structure (B8). The shock-induced transition point
(1) is represented by an open circle. The open and
solid arrows indicate metallization of FeO inferred
from electrical resistance measurements in the
laser-heated diamond-anvil cell (21). The melting
curve (dashed curve) is from laser-heating exper-
iments in the diamond-anvil cell (22). A higher
melting temperature at high pressure has also
been reported (21).

the NiAs structure (B8) well. The density
variation of the NiAs phase of FeO is com-
parable to the variation in shock compres-
sion data (Fig. 2). A least squares fit of the
static compression data at 900 K to the
Birch-Mumaghan equation of state (10)
yielded isothermal bulk modulus KT = 172
+ 14 GPa and its pressure derivative (aKT
lP)T = 4.3 ± 0.6 for the high-pressure
NiAs phase of FeO.

Our phase diagram of FeO (Fig. 1) sug-
gests that the observed density discontinu-
ity at about 70 GPa along the Hugoniot
curve from the shock compression experi-
ment is consistent with the transition from
the rock salt (B1) to the NiAs (B8) struc-
ture. The NiAs structure of FeO consists of
hexagonally close-packed layers of 0 and Fe
alternately stacked along the c axis. The
structure is closely related to the rock salt
structure and can be derived by variation of
the stacking along the body diagonal direc-
tion (the [111] direction, corresponding to
the c axis in the NiAs structure) in the rock
salt structure (2, 4, 11). The NiAs structure
can accommodate a greater degree of cova-
lent and metallic bonding by changing its
c/a ratio to bring metal atoms closer togeth-
er and to create more distorted octahedrons
(3). The c/a ratio is a good indicator of the
volume change between the rock salt and
NiAs structures, and the metal-metal dis-
tance reflects the effective radii of the ions.
The experimentally determined c/a ratio for
the NiAs phase of FeO is about 2.02 +
0.01, substantially larger than the ideal val-
ue of 1.63. However, the result, in general,
is consistent with the correlation between
c/a ratio and the difference in cation-anion
electronegativity (2).
A density discontinuity exists along the

Hugoniot of FeO in the shock compression
experiments (1, 6). However, the density
change between the high- and low-pressure
phases of FeO, derived from the shock com-
pression data, has been uncertain because of
the ambiguity in defining the phase bound-
ary. Jeanloz and Ahrens (1) calculated a
density increase of 4% at 70 GPa for the
shock-induced transition, whereas Jackson

Table 1. Observed and calculated x-ray diffrac-
tion pattern of FeO at 96 GPa and 800 K.

h k I dobs dcali* dobs / tdcal obst

0 0 2 2.594 2.586 0.008 s
1 0 0 2.224 2.229 -0.005 m
1 0 1 2.043 2.047 -0.004 s
1 0 2 1.686 1.688 -0.002 vs
0 0 4 1.293 1.293 0.000 mw
1 1 2 1.153 1.152 0.001 mw

*Hexagonal unit cell: a = 2.574(2) A and c = 5.172(4) A,
which gives c/a = 2.01. tThe relative intensities of
the peaks are described as strong (s), medium (m), very
strong (vs), and medium weak (mw).
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and co-workers (2, 4) argued that the den-
sity increase could be as high as 14 to 20%
if the 101-GPa datum (compare with Fig. 2)
was not used in characterization of the
high-pressure phase. The uncertainty in the
density increase across the shock-induced
transition resulted in a wide range of hy-
potheses on the nature of the transition
(1-4, 12). It has been proposed that the
densification is caused by a phase transition
either from rock salt (B1) to CsCI (B2) or
from rock salt to NiAs structures, a spin-
pairing transition, or a Mott transition. Our
experimental results show that the high-
pressure phase has a NiAs structure. The
density of the NiAs phase of FeO, deter-
mined from x-ray diffraction data, indicates
that the 101-GPa datum in the shock wave
experiment (1) is consistent with the den-
sity of the high-pressure NiAs phase (Fig.
2). The density increase across the transi-
tion, determined from our static compres-
sion data, is about 4%, consistent with the
original evaluation of the shock compres-
sion data (1). The 4% density increase can
be explained by geometric rearrangement
from rock salt to NiAs structures and the
measured c/a ratio of the NiAs phase (4).
Based on the measured c/a ratio of the NiAs
phase of FeO, the Fe-Fe distance in the
NiAs structure is about 8% shorter than
that in the rock salt structure. The Fe-Fe

0

0

0)
0
a.

7.0 7.5 8.0 8.5 9.0 9.5
Density (g/cm3)

Fig. 2. Densities of the high-pressure NiAs phase
of FeO as a function of pressure at 900 K com-
pared with the shock compression data. Our stat-
ic compression data are shown by the open
squares; the size of the symbols represents the
uncertainties in pressure and density. Hugoniot
data are shown by the solid circles (1) and crosses
(6). Hugoniot temperatures (1) are indicated by
numbers. The dashed and solid curves are the
calculated shock compression curve (1) and the
best fit to the static compression data at 900 K,
respectively.
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broaden the range of metallization. More recently Ozawa
et al. [27] investigated the relation between crystal struc-
ture and spin state of FeO at room temperature after laser
heating. They showed that high-spin rB1 FeO transformed
at 100 GPa into inverse B8 phase with high-spin state that
may be insulator, and then underwent normal B8 phase
with low-spin state and metallic nature at around 120 GPa.
Just recently, Fischer et al. [28] presented measurements of
emissivity of FeO at high pressures and temperatures that
show metallization consistent with our results

FeO adopts the metallic B1-type phase in the Earth’s
lowermost mantle and the top of outer core conditions
(Fig. 1), and it could exist there [29–34]. Electrical con-
ductivity of metallic B1 FeO obtained in this study is about
9:0! 104 S=m at 135 GPa and 3700 K, corresponding to
the conditions at the core-mantle boundary [e.g.,
Ref. [35]], which is much higher than those of natural
mantle materials such as pyrolitic mantle [11,36].
Presence of such highly conductive FeO at the core-mantle
boundary region can enhance the electromagnetic interac-
tion between solid mantle and liquid core, which would
induce the anomalous features in observed Earth’s rotation
[32,37]. Finally, since we know that the MgO endmember
of magnesiowüstite is insulating throughout the Earth, the
existence of metallic FeO requires a two-phase field for the
MgO-FeO binary system. This will modify the MgO-
FeO-SiO2 ternary for iron rich compositions, so that phase
relations in the deep Earth could be more complicated than
assumed.
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FIG. 4. Electrical conductivities of B1 FeO determined by
experiment and theory as a function of pressure. Open squares,
experimental data measured at about 1850 K; solid circles,
theoretical results calculated at 2000 K. The errors in conduc-
tivity measurements were derived mainly from the uncertainty in
the sample thickness, which should be smaller than "25%.
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FeO spectra

find excellent agreement, especially considering the diffi-
culty of estimating the exact sample geometry in the
experiments, and neglect of phonons and defects in the
computations. We find that the high conductivity at 70 GPa
and above is due to the underlying spin transition; the
metallicity at high temperatures is due to thermal fluctua-
tions between the high and low-spin states enhanced by the
presence of a wide 4s band just above the Fermi level. At
low temperatures the small metallic region between high-
spin and low-spin also has large quantum fluctuations
between high and low-spin configurations, again leading
to metallic behavior. Interestingly, the metallization at low
temperatures is consistent with that found by Gramsch
et al. [23] for LDAþU with the preferred U of 4.6 eV
for the strained ground state monoclinic structure.

Our calculations do not agree with the DMFT computa-
tions of Shorikov et al. [24] who found metallization at low

temperatures in FeO at 60 GPa persisting to over 140 GPa
with no spin crossover. Their computations were restricted
to Fe 3d orbitals only (downfolded), and the calculations
were not charge self-consistent. These approximations are
likely the reason for the difference in the results. Shorikov
et al. [24] claim agreement with the metallization observed
by Knittle et al. [5] but neglected the fact that latter experi-
ments were performed at high temperatures.
Struzhkin et al. [25] also observed possible metallization

in FeO at ambient temperatures at megabar pressures. It is
not known whether their sample converted to the B8 struc-
ture stable under those conditions or not, but it could have
been the B1 (or rB1) phase since at room temperature rB1
is general preserved metastably in the stability field of B8
phase [26,27]. The high-spin metallic region we find may
be consistent with those experiments, and lattice strain,
magnetic ordering, and nonstoichiometry could shift or

FIG. 3 (color online). Densities of states (DOS) at 300 and 2000 K at two volumes, 540 bohr3 and 405 bohr3. The density of states
were computed from the DFT-DMFT results. Pressure values were determined from the P-V-T equation of state of B1 FeO [2].
(a) There is a gap at ambient conditions (the small integrated DOS in the gap is numerical from the analytic continuation). The gap is of
Mott and charge-transfer character, having both Fe d and O p states on both sides on the gap. (b) Under pressure (68 GPa) a high-spin
to low-spin transition occurs, as can be seen from the decrease in eg and increase in t2g occupancies (DOS below the Fermi level EF at
0). (c) At high temperatures at low compression (13 GPa and 2000 K) the gap turns into a pseudogap, and FeO is a bad metal. (d) At
high temperatures and higher pressures (88 GPa and 2000 K) FeO is a good metal with no gap, or even a ‘‘filled gap’’ at EF.
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Volkswagen & BMW have developed 
thermoelectric generators
that recover waste heat from a car engine.

Voyagers 1&2 ( 10 billion miles beyond Neptune's orbit, 30 years 
old) still functioning!

Running on thermoelectric generators, converting heat to 
electricity.

Thermoelectricity
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122 K. Haule and G. Kotliar

3 Thermoelectricity of Correlated Materials

3.1 Formalism

The transport coefficients that govern the thermopower, electric and thermal con-
ductivity can be expressed in terms of the matrix of kinetic coefficients Am relating
the electric and thermal currents J, JQ to the applied external fields ∇µ/T , ∇T/T 2.
Transport quantities become S = −(kB/e)(A1/A0), σ = (e2/T )A0, κ = k2

B[A2 −
A1

2/A0]. The thermoelectric response thus reduces to the evaluation of kinetic
coefficients.

The thermoelectric figure of merit is defined by

ZT =
S2σT

κ +κphonon
, (1)

where T is the absolute temperature, σ is the electrical conductivity, S is the Seebeck
coefficient or thermopower, and κ (κphonon) is the electron (phonon) contribution to
the thermal conductivity.

The Wiedemann–Franz law is an approximate relation that allows us to estimate
the ratio of the electronic contribution to the thermal conductivity (κ) and electric
conductivity (σ ). It postulates that the Lorentz number, L = κ/(σT ), is weakly
material dependent.

Its value at low temperatures is given by (π2/3)(kB/e)2 = 2.44×10−8WΩ/K2.
We will return to the Lorentz number at higher temperatures later in this article. If
we ignore the thermal conductivity of the lattice, the figure of merit can be writ-
ten as ZT = S2/L, hence to have a promising figure of merit (ZT close to or larger
than one) it is necessary to have S bigger than the basic scale k/e = 86×106V/K.
The thermal current of an interacting electronic system was determined first by
Mahan and Jonson [11]. Reference [11] discusses a model containing electrons
interacting with phonons, and the review [16] discusses the general case of the
electron–electron interactions (see also Ref. [22]).

DMFT expresses the one particle Greens function in terms of a local self energy
of an impurity model, satisfying a self consistency condition. Practical evaluation
of the transport coefficients becomes possible in the approximation of small vertex
corrections. This was first done by Schweitzer and Czycholl [25] (see also Ref.
[23]). For the Hubbard-like interactions, there are no contributions from the non-
local Coulomb interactions, and the neglect of the vertex corrections can be justified
rigorously in the limit of infinite dimensions [13]. The same is true, but far less
obvious, for the thermal current, as it was shown in Ref. [22]. In the multi-orbital
situation, the vertex corrections to the conductivity need to be examined on a case
by case basis, and do not necessarily vanish, even in infinite dimensions. With this
approximation, the LDA+DMFT transport coefficients reduce to

Aµν
m = πT

∫
dω

(
− d f

dω

)(ω
T

)m
∑
k

Tr[vµ
k (ω)ρk(ω)vν

k(ω)ρk(ω)] (2)

Temperature gradient creates electric field

Existing materials only small efficiency
Figure of merit of unity is “good”, 

“best” is  2-3
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FIG. 3. Transport data [(a) thermal conductivity, (b) Seebeck, and (c) resistivity] from a FeSi single-crystal and a polycrystalline FeSi
sample with approximately a factor of 10 lower extrinsic carrier concentration. The “knee” in the resistivity curve at ∼70 K is more prominent
in some FeSi samples than in others, and likely depends on the specific origin of “doping” in these samples. There is no phase transition
associated with this feature.

extrinsic hole doping of ∼1019 holes/cm3 for the FeSi single
crystal and 1018 holes/cm3 for the polycrystalline FeSi sample.
A small error in stoichiometry of order of 10−4 or 10−5,
respectively, could account for this level of doping. The large
peak in the Seebeck coefficient of FeSi near 35 K (Refs. 19
and 20) shown in Fig. 3(b) provided the initial motivation for
investigating the potential of these materials for thermoelectric
refrigeration. The temperature dependence and magnitude of
the Seebeck coefficient are due to the unusual electronic
DOS shown in Fig. 2, as was first shown by Jarlborg.5 Near
the valence- or conduction-band edges, the DOS is highly
asymmetric, which produces a large magnitude for S with
either light hole or electron doping. As the temperature is
increased from 2 K up to ∼50 K, S rapidly increases. At
higher temperatures intrinsic electron-hole pairs are created
and S decreases. At low temperatures the carrier concentration
of the polycrystalline sample is approximately a factor of
10 lower than the single-crystal value. The corresponding
larger value of S (1200 µV/K) is expected from standard
semiconductor transport theory. What is surprising, however,
is the factor of 2 increase in the thermal conductivity, κ , of
the polycrystalline FeSi sample in the 20–70 K temperature
range. In this temperature region the resistivity is high and
it is expected that virtually all of the thermal conductivity
is due to phonons. For example, the estimated electronic
contribution to κ from the Wiedemann-Franz relationship
is less than 0.1 W/m K at 50 K. There might be a small
increase in κ due to reduced point defect scattering, but as
noted above, the variation in chemical stoichiometry is too
small to produce a factor of 2 change in κ .21 A likely origin
of the reduction in κ is electron-phonon scattering. Similar
reductions in κ occur when doping familiar semiconductors
such as Si or SiGe alloys.22,23 To get a change in the thermal
resistivity of Si at 50 K similar to that found for FeSi [see
Fig. 3(a)] requires a doping level of ∼1021 carriers/cm3 for
Si,22 as compared to ∼1019 carriers/cm3 for FeSi. Stronger
electron-phonon scattering in FeSi is consistent with a much
larger effective mass14 for the carriers.23 In the simplest models
the strength of electron-phonon scattering is proportional
to m∗2.23

For “pure” FeSi, the maximum value of ZT occurs near
60 K and is 0.007 and 0.013 for the polycrystalline and single-
crystal samples, respectively. To be useful for thermoelectric
refrigeration, ZT should be at least ∼0.6. To improve ZT the
carrier concentration is usually manipulated through doping.
In general, however, it is difficult to predict the best way to
dope a semiconductor.24 Typically one uses the Periodic Table
as a rough guide: One column to the right usually results in
electron doping, while one column to the left results in hole
doping. For example, in FeSi, replacing part of the Fe with
Co, Rh, or Ir should (and does—see Ref. 19) result in an
n-type semiconductor, while replacing part of the Si with Al,
B, or Ga results in a p-type material. All dopants, however,
are not equally effective, and it is very difficult to predict a
priori which dopant will work best. This is illustrated in Fig. 4,
where the effects of replacing 4% of the Fe by either Ir or Co are
compared. The data for the Co-doped sample are consistent
with previous literature data.14,25 Both dopants result in an
electron carrier concentration of ∼2×1021 carriers/cm3 as
estimated from low-temperature Hall measurements and the
approximation that both Ir and Co add 1 electron carrier/atom.
A similar carrier concentration for the Co-doped sample was
estimated from optical data.14 These authors14 were also able
to estimate from optical and heat capacity data an effective
mass of ∼30 times the free-electron value for the carriers.
For all three properties the Ir dopant improves ZT relative to
Co. With Ir doping the thermal conductivity and resistivity
are lower and the Seebeck coefficient is higher than when
doping with Co (Fig. 4). These data are all consistent with
that reported previously.14,19,25 A lower thermal conductivity
with Ir doping is understandable since the mass difference
between Ir and Fe is much larger than the difference between
Fe and Co. This leads to much larger point defect scattering,
which is proportional to (1 − mi/mav)2, where mi is the atomic
mass of the dopant and mav is the average atomic mass of the
alloy.21 This factor is 80 times larger for Ir relative to Co
doping. A lower electrical resistivity with Ir versus Co doping
might qualitatively be understood since the 3d bands of Co
are narrower than the 5d bands of Ir, and one might expect
less magnetic carrier scattering with Ir relative to Co. This

125209-3

What is the origin? Previous proposals:
•lattice degrees of freedom
•electron-electron correlations due to Hubbard physics
•spin fluctuations
•spin-state transitions : high-spin to low spin
•thermally induced mixed valence

FeSi thermoelectric
Best thermoelectrics are 

•lightly doped semiconductors (Bi2Te3) or
•correlated semiconductors FeSb2,NaxCoO2,FeSi 
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FIG. 3. Transport data [(a) thermal conductivity, (b) Seebeck, and (c) resistivity] from a FeSi single-crystal and a polycrystalline FeSi
sample with approximately a factor of 10 lower extrinsic carrier concentration. The “knee” in the resistivity curve at ∼70 K is more prominent
in some FeSi samples than in others, and likely depends on the specific origin of “doping” in these samples. There is no phase transition
associated with this feature.

extrinsic hole doping of ∼1019 holes/cm3 for the FeSi single
crystal and 1018 holes/cm3 for the polycrystalline FeSi sample.
A small error in stoichiometry of order of 10−4 or 10−5,
respectively, could account for this level of doping. The large
peak in the Seebeck coefficient of FeSi near 35 K (Refs. 19
and 20) shown in Fig. 3(b) provided the initial motivation for
investigating the potential of these materials for thermoelectric
refrigeration. The temperature dependence and magnitude of
the Seebeck coefficient are due to the unusual electronic
DOS shown in Fig. 2, as was first shown by Jarlborg.5 Near
the valence- or conduction-band edges, the DOS is highly
asymmetric, which produces a large magnitude for S with
either light hole or electron doping. As the temperature is
increased from 2 K up to ∼50 K, S rapidly increases. At
higher temperatures intrinsic electron-hole pairs are created
and S decreases. At low temperatures the carrier concentration
of the polycrystalline sample is approximately a factor of
10 lower than the single-crystal value. The corresponding
larger value of S (1200 µV/K) is expected from standard
semiconductor transport theory. What is surprising, however,
is the factor of 2 increase in the thermal conductivity, κ , of
the polycrystalline FeSi sample in the 20–70 K temperature
range. In this temperature region the resistivity is high and
it is expected that virtually all of the thermal conductivity
is due to phonons. For example, the estimated electronic
contribution to κ from the Wiedemann-Franz relationship
is less than 0.1 W/m K at 50 K. There might be a small
increase in κ due to reduced point defect scattering, but as
noted above, the variation in chemical stoichiometry is too
small to produce a factor of 2 change in κ .21 A likely origin
of the reduction in κ is electron-phonon scattering. Similar
reductions in κ occur when doping familiar semiconductors
such as Si or SiGe alloys.22,23 To get a change in the thermal
resistivity of Si at 50 K similar to that found for FeSi [see
Fig. 3(a)] requires a doping level of ∼1021 carriers/cm3 for
Si,22 as compared to ∼1019 carriers/cm3 for FeSi. Stronger
electron-phonon scattering in FeSi is consistent with a much
larger effective mass14 for the carriers.23 In the simplest models
the strength of electron-phonon scattering is proportional
to m∗2.23

For “pure” FeSi, the maximum value of ZT occurs near
60 K and is 0.007 and 0.013 for the polycrystalline and single-
crystal samples, respectively. To be useful for thermoelectric
refrigeration, ZT should be at least ∼0.6. To improve ZT the
carrier concentration is usually manipulated through doping.
In general, however, it is difficult to predict the best way to
dope a semiconductor.24 Typically one uses the Periodic Table
as a rough guide: One column to the right usually results in
electron doping, while one column to the left results in hole
doping. For example, in FeSi, replacing part of the Fe with
Co, Rh, or Ir should (and does—see Ref. 19) result in an
n-type semiconductor, while replacing part of the Si with Al,
B, or Ga results in a p-type material. All dopants, however,
are not equally effective, and it is very difficult to predict a
priori which dopant will work best. This is illustrated in Fig. 4,
where the effects of replacing 4% of the Fe by either Ir or Co are
compared. The data for the Co-doped sample are consistent
with previous literature data.14,25 Both dopants result in an
electron carrier concentration of ∼2×1021 carriers/cm3 as
estimated from low-temperature Hall measurements and the
approximation that both Ir and Co add 1 electron carrier/atom.
A similar carrier concentration for the Co-doped sample was
estimated from optical data.14 These authors14 were also able
to estimate from optical and heat capacity data an effective
mass of ∼30 times the free-electron value for the carriers.
For all three properties the Ir dopant improves ZT relative to
Co. With Ir doping the thermal conductivity and resistivity
are lower and the Seebeck coefficient is higher than when
doping with Co (Fig. 4). These data are all consistent with
that reported previously.14,19,25 A lower thermal conductivity
with Ir doping is understandable since the mass difference
between Ir and Fe is much larger than the difference between
Fe and Co. This leads to much larger point defect scattering,
which is proportional to (1 − mi/mav)2, where mi is the atomic
mass of the dopant and mav is the average atomic mass of the
alloy.21 This factor is 80 times larger for Ir relative to Co
doping. A lower electrical resistivity with Ir versus Co doping
might qualitatively be understood since the 3d bands of Co
are narrower than the 5d bands of Ir, and one might expect
less magnetic carrier scattering with Ir relative to Co. This
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results from (24), used temperatures as indicated.
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Fig. 4. Resistivity and Powerfactor. (a) Shown is a comparison of the theoretical resistivity of FeSi with several experimental results (1, 11, 22, 41). (b) the
powerfactor of FeSi, theory in comparison with experimental data compiled from (1, 11).
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FeSi by DFT+DMFT

Transport well explained by DFT+DMFT.
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Dynamics of FeSi
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Fig. 1. Local spectra and susceptibility. The theoretical local spectral func-
tion for different temperatures. ωmin traces the spectral minimum with respect to the Fermi
level (10x magnified). Inset : local spin susceptibility.
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Fig. 2. Optical conductivity. Theoretical (top) and experimental (23,24) (bottom)
optical conductivity as a function of frequency for various temperatures.
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difference ∆N(ω) = NT1
(ω) − NT2

(ω) of the effective num-
ber of carriers NT (ω) = 2meV

πe2

∫ ω

0
dω′σ(ω′, T ) as a function of

energy. An intersection with the x-axis corresponds to a full
recovery of spectral weight as is imposed by the f-sum rule.
Our theoretical results quantitatively trace the experimental
temperature dependence. We note that there are several isos-
bectic points in the optical conductivity Fig. 2, which lead
to extrema in ∆N(ω) in Fig. 3. The first peak in ∆N is
at 80meV, the scale of the semiconducting gap, above which
spectral weight starts to pile up at low temperature in σ(ω).
The first minimum in ∆N(ω) occurs at the second isosbectic
point at around 0.18eV, up to where only ∼ 35% compen-
sation of excess carriers is achieved for the theoretical curve.
As is clear from Fig. 3, ∆N(ω) does not vanish over the ex-
tended energy range plotted, hence a total compensation is
not reached below the scale of the Coulomb repulsion of 5 eV.
As a further comparison, we show, in Fig. 4(a), the theoretical
resistivity in comparison with several experiments.

Thermopower
FeSi boasts a notably large thermopower at low tempera-
tures (1, 11, 15). Yet, it is compatible in magnitude with a
Seebeck coefficient of purely electronic origin : For a band-like
semiconductor in the regime kBT < ∆, the electron diffusive
thermopower cannot exceed ∆/T (17). From this perspective,
a larger gap favors the thermopower. While validated in FeSi,
the above constraint is e.g. violated in the related compound
FeSb2 (13,16,17). Given the dominantly electronic picture, in
conjunction with the band-like nature of FeSi at low temper-
ature, the Seebeck coefficient in that regime can be accounted
for by band theory : Indeed, it was shown that a slightly hole
doped band-structure yields good agreement below 100K (10).
As shown in Fig. 5, we confirm this by supplementing band-
theory with an effective mass of 2 and 0.001 holes/Fe. While a
dependence on stoichiometry is seen in experiments (15), the
tiny amounts of extra holes should be viewed as a means to
alter the particle-hole asymmetry (17) rather than an effect
of excess charge. As is well known, the particle-hole asymme-
try plays a major role in determining the thermopower, since
electron and hole contributions have opposite signs. The con-
vention is that a negative Seebeck coefficient is dominated by
electron transport, and a positive one by holes. It is interest-
ing to note that for an insulator a large thermopower is ex-
pected near thermoelectric particle/hole symmetry (17), with
a large sensitivity to the exact imbalance of carriers. Scan-
ning through electron and hole doping, FeSi is experimentally
indeed placed near such a boundary (30).

As expected, introducing an effective mass alone fails at
higher temperatures. It has been conjectured (but not cal-
culated) that this could be accounted for by thermal disor-
der via the electron-phonon coupling (10, 12). On the other
hand, model studies indicated compatibility with the picture
of Coulomb correlations (31). In Fig. 5 we display the Seebeck
coefficient obtained from our realistic many-body calculation.
The agreement with experiments is very good. Notably, the
theory captures of the overall suppression of the thermopower
above 100K, which comes from an enhanced conductivity due
to the accumulation of incoherent weight at the Fermi level. In
this sense incoherence is detrimental to semi-conductor based
thermopower. Note however that correlation effects can sub-
stantially enhance the Seebeck coefficient of correlated metals
[see e.g. (32)].

The temperature dependence of the Seebeck coefficient in
Fig. 5 is connected to the moving of the chemical poten-
tial discussed above : As a function of rising temperature,

the chemical potential first moves down, therewith increasing
the electron contribution to the thermopower (17). At some
temperature thermoelectric particle-hole symmetry is passed,
and the Seebeck coefficient is dominated by electrons (S < 0),
while at higher temperatures, the trend is reversed, and S be-
comes positive again.

We note that the conversion efficiency of thermoelec-
tric devices is measured by the so-called figure of merit
ZT = S2σT/κ, with the power factor (PF) S2σ and the ther-
mal conductivity κ. The power factor of FeSi, displayed in
Fig. 4(b), peaks at around 60K, where is reaches more than
40µW/(K2cm), i.e. it reaches values comparable to state of
the art Bi2Te3 (at its maximum value at 550K), and is for
T ≥ 60K larger than in FeSb2 that holds the overall record
PF (realized at 12K) (13).

Microscopic Insights
The quantitative agreement of our theoretical results with a
large panoply of experimental data validates our approach,
thus signaling the paramount influence of electronic correla-
tion effects. Drawing from the microscopic insights of our
method, we now address the physical picture underlying the
intriguing properties of FeSi. This will in particular allow us
to propose ways to improve the thermoelectrical properties of
FeSi.

Crossover to the Metallic State.Within our theoretical pic-
ture, the crossover to bad metallic behavior is not caused by
a narrowing of the excitation gap [see the supporting infor-
mation for details]. Instead, it is filled with incoherent weight
that emerges with increasing temperature. Information about
the coherence of the one-particle excitations are encoded in
the imaginary parts of the electron self-energy Σ. For the rel-
evant orbital components we find $Σ(ω = 0) ≈ −aT 2 with
a = 1.9 · 10−4meV/K2. $Σ thus reaches the value of ∆/2 at
around 400K, when only a pseudogap remains [see Fig. 1].

Complementary, it was proposed that the arguably large
electron-phonon coupling (11,12,24) causes the closure of the
gap via thermal induced atomic disorder (10,12). In molecular
dynamics simulations (12), the gap ∆DFT was shown to van-
ish abruptly for temperatures of the order of T ≈ ∆DFT /2,
in contrast to the gradual transition that is observed in ex-
periment and reproduced by our theory. We note that also in
other systems with large electron-phonon coupling, spectral
weight transfers are quantitatively accounted for by electronic
correlations (33).

Strength of Correlations.A recurring question in condensed
matter physics is whether a system is well described in ei-
ther an itinerant or a localized picture. Both the low effec-
tive mass of FeSi (m∗/m≈1.5) and the rather high kinetic
energy Ekin≈−10.5eV of the iron states signal a large degree
of delocalization. Indeed, other iron compounds show signifi-
cantly higher masses and lower kinetic energies, e.g. the pnic-
tides BaFe2As2 (Ekin[eV];(m∗/m)xy)≈(−7; 3) and CaFe2As2
(−8; 2.5) or the chalcogen FeTe (−6.5; 7) (34). Accordingly,
FeSi is an only moderately correlated, itinerant material. Yet,
effects of correlation induced incoherence are essential for the
crossover to the metallic state. This seeming contradiction is
resolved by noting that all relevant energy scales are of similar
magnitude. Indeed : ∆ ≈ $Σ ≈ T ≈ O(50meV), which leads
low energy properties to be correlation dominated.

The Spin State.A major signature of the unconventional be-
havior of FeSi is the non-monotonous uniform magnetic sus-
ceptibility (3). The latter is closely mimicked by our local

2 www.pnas.org/cgi/doi/10.1073/pnas.0709640104 Footline Author

difference ∆N(ω) = NT1
(ω) − NT2

(ω) of the effective num-
ber of carriers NT (ω) = 2meV

πe2

∫ ω

0
dω′σ(ω′, T ) as a function of

energy. An intersection with the x-axis corresponds to a full
recovery of spectral weight as is imposed by the f-sum rule.
Our theoretical results quantitatively trace the experimental
temperature dependence. We note that there are several isos-
bectic points in the optical conductivity Fig. 2, which lead
to extrema in ∆N(ω) in Fig. 3. The first peak in ∆N is
at 80meV, the scale of the semiconducting gap, above which
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not reached below the scale of the Coulomb repulsion of 5 eV.
As a further comparison, we show, in Fig. 4(a), the theoretical
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Thermopower
FeSi boasts a notably large thermopower at low tempera-
tures (1, 11, 15). Yet, it is compatible in magnitude with a
Seebeck coefficient of purely electronic origin : For a band-like
semiconductor in the regime kBT < ∆, the electron diffusive
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theory with an effective mass of 2 and 0.001 holes/Fe. While a
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try plays a major role in determining the thermopower, since
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electron transport, and a positive one by holes. It is interest-
ing to note that for an insulator a large thermopower is ex-
pected near thermoelectric particle/hole symmetry (17), with
a large sensitivity to the exact imbalance of carriers. Scan-
ning through electron and hole doping, FeSi is experimentally
indeed placed near such a boundary (30).

As expected, introducing an effective mass alone fails at
higher temperatures. It has been conjectured (but not cal-
culated) that this could be accounted for by thermal disor-
der via the electron-phonon coupling (10, 12). On the other
hand, model studies indicated compatibility with the picture
of Coulomb correlations (31). In Fig. 5 we display the Seebeck
coefficient obtained from our realistic many-body calculation.
The agreement with experiments is very good. Notably, the
theory captures of the overall suppression of the thermopower
above 100K, which comes from an enhanced conductivity due
to the accumulation of incoherent weight at the Fermi level. In
this sense incoherence is detrimental to semi-conductor based
thermopower. Note however that correlation effects can sub-
stantially enhance the Seebeck coefficient of correlated metals
[see e.g. (32)].

The temperature dependence of the Seebeck coefficient in
Fig. 5 is connected to the moving of the chemical poten-
tial discussed above : As a function of rising temperature,

the chemical potential first moves down, therewith increasing
the electron contribution to the thermopower (17). At some
temperature thermoelectric particle-hole symmetry is passed,
and the Seebeck coefficient is dominated by electrons (S < 0),
while at higher temperatures, the trend is reversed, and S be-
comes positive again.

We note that the conversion efficiency of thermoelec-
tric devices is measured by the so-called figure of merit
ZT = S2σT/κ, with the power factor (PF) S2σ and the ther-
mal conductivity κ. The power factor of FeSi, displayed in
Fig. 4(b), peaks at around 60K, where is reaches more than
40µW/(K2cm), i.e. it reaches values comparable to state of
the art Bi2Te3 (at its maximum value at 550K), and is for
T ≥ 60K larger than in FeSb2 that holds the overall record
PF (realized at 12K) (13).

Microscopic Insights
The quantitative agreement of our theoretical results with a
large panoply of experimental data validates our approach,
thus signaling the paramount influence of electronic correla-
tion effects. Drawing from the microscopic insights of our
method, we now address the physical picture underlying the
intriguing properties of FeSi. This will in particular allow us
to propose ways to improve the thermoelectrical properties of
FeSi.

Crossover to the Metallic State.Within our theoretical pic-
ture, the crossover to bad metallic behavior is not caused by
a narrowing of the excitation gap [see the supporting infor-
mation for details]. Instead, it is filled with incoherent weight
that emerges with increasing temperature. Information about
the coherence of the one-particle excitations are encoded in
the imaginary parts of the electron self-energy Σ. For the rel-
evant orbital components we find $Σ(ω = 0) ≈ −aT 2 with
a = 1.9 · 10−4meV/K2. $Σ thus reaches the value of ∆/2 at
around 400K, when only a pseudogap remains [see Fig. 1].

Complementary, it was proposed that the arguably large
electron-phonon coupling (11,12,24) causes the closure of the
gap via thermal induced atomic disorder (10,12). In molecular
dynamics simulations (12), the gap ∆DFT was shown to van-
ish abruptly for temperatures of the order of T ≈ ∆DFT /2,
in contrast to the gradual transition that is observed in ex-
periment and reproduced by our theory. We note that also in
other systems with large electron-phonon coupling, spectral
weight transfers are quantitatively accounted for by electronic
correlations (33).

Strength of Correlations.A recurring question in condensed
matter physics is whether a system is well described in ei-
ther an itinerant or a localized picture. Both the low effec-
tive mass of FeSi (m∗/m≈1.5) and the rather high kinetic
energy Ekin≈−10.5eV of the iron states signal a large degree
of delocalization. Indeed, other iron compounds show signifi-
cantly higher masses and lower kinetic energies, e.g. the pnic-
tides BaFe2As2 (Ekin[eV];(m∗/m)xy)≈(−7; 3) and CaFe2As2
(−8; 2.5) or the chalcogen FeTe (−6.5; 7) (34). Accordingly,
FeSi is an only moderately correlated, itinerant material. Yet,
effects of correlation induced incoherence are essential for the
crossover to the metallic state. This seeming contradiction is
resolved by noting that all relevant energy scales are of similar
magnitude. Indeed : ∆ ≈ $Σ ≈ T ≈ O(50meV), which leads
low energy properties to be correlation dominated.

The Spin State.A major signature of the unconventional be-
havior of FeSi is the non-monotonous uniform magnetic sus-
ceptibility (3). The latter is closely mimicked by our local
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Even temperature dependent spectral 
weight transfer well explained  by DMFT! 

•Closing of the gap is due to incoherence at finite T!
•The origin of strong incoherence is in Hund’s coupling

Hund’s semiconductor!
(see later for Hund’s metals)

J.M. Tomczak, K. Haule, G. Kotliar,
Proceedings of the National Academy 
of Sciences (2012)
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Fe pnictides 

Proximity to magnetic state:
Important to understand nature of SC.

Correlation effects?

Neutrons by: Clarina de 
la Cruz et.al,  Nature 

453, 899 (2008). 

SDW DSDW

Two types of orderings:

W. Bao et al., PRL 102, 
247001 (2009).
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Unconventional SC
Phonon Tc<1K

Early DMFT predictions
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Unconventional SC
Phonon Tc<1K

Importance of correlations
Mass enhancement 3-5

Early DMFT predictions
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Magnetic ordering correctly 
  predicted by LDA, (nesting) 

Magnetic state  in standard theory (LDA)
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Magnetic ordering correctly 
  predicted by LDA, (nesting) 

nesting

Magnetic moment:
    LDA ~2µB , 
    exp ~ 0-0.9µB (2 in FeTe) 
    too large moment!

Wrong trend in the size of the 
moment across compounds

Magnetic state  in standard theory (LDA)

Thursday, January 12, 12



Mass enhancement & Magnetic moment

Thursday, January 12, 12



Correlation diagram of Hund’s metals

Mass enhancement substantial
Electrons have dual nature

Z. P. Yin, KH, G. Kotliar, Nature Materials (2011)

Mass enhancement & Magnetic moment
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Correlation diagram of Hund’s metals

Good agreement with experiment!
We fixed U=5eV and J=0.8eV to 

our first principles estimates.
( PRB 82, 045105 (2010)).

Mass enhancement substantial
Electrons have dual nature

Z. P. Yin, KH, G. Kotliar, Nature Materials (2011)

Mass enhancement & Magnetic moment
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Static ordered moment within DFTCorrelation diagram of Hund’s metals

Good agreement with experiment!
We fixed U=5eV and J=0.8eV to 

our first principles estimates.
( PRB 82, 045105 (2010)).
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Correlation diagram of Hund’s metals

Good agreement with experiment!
We fixed U=5eV and J=0.8eV to 

our first principles estimates.
( PRB 82, 045105 (2010)).

Mass enhancement substantial
Electrons have dual nature

Static ordered moment very small

Static ordered moment within LDA+DMFT

Z. P. Yin, KH, G. Kotliar, Nature Materials (2011)
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moment<->mass
Some similarity, but also many differences! 
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moment<->mass
Some similarity, but also many differences! 

Correlation diagram of Hund’s metals

Good agreement with experiment!
We fixed U=5eV and J=0.8eV to 

our first principles estimates.
( PRB 82, 045105 (2010)).

Mass enhancement substantial
Electrons have dual nature

Static ordered moment very small

Static ordered moment within LDA+DMFT

NO FITTING PARAMETER

Z. P. Yin, KH, G. Kotliar, Nature Materials (2011)
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Importance of Hund’s rule 
Hubbard U is not the “relevant” parameter.

The Hund’s coupling brings correlations!

LDA value

For J=0 there is negligible mass enhancement at U~W!

New Journal of Physics Volume 11 February 2009

JHunds
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Importance of Hund’s rule 
Hubbard U is not the “relevant” parameter.

The Hund’s coupling brings correlations!

LDA value

For J=0 there is negligible mass enhancement at U~W!

New Journal of Physics Volume 11 February 2009

JHunds

J=0J=0.4
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In oxydes, only a few atomic states 
(one in each valence) with significant
Probability

In pnictides, many states with large
probability -> charge fluctuations are
not efficiently blocked by Coulomb U.
(more itinerant system)

States with high spin more probable
than those with low spin -> gives rise to
non-Fermi liquid physics at intermediate
temperatures, and heavy quasiparticles at 
Low temperatures.

S=2 S=0

Histogram of Hunds metals
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N=5

What reduces Kondo screening?

Orbital & spin blocking 
due to Hund’s coupling 
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N=5

N=6

N=5

Low energy Kondo-like Hamiltonian

unless

Only diagonal Kondo coupling

+Schrieffer-Wolf tr.

What reduces Kondo screening?

Orbital & spin blocking 
due to Hund’s coupling 
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N=5

N=6

N=5

Low energy Kondo-like Hamiltonian

unless

Only diagonal Kondo coupling

Leads to coherence temperature:

I. Okada, K. Yoshida, 
Progress of Theoretical Physics 49, 1483 (1973).

+Schrieffer-Wolf tr.

What reduces Kondo screening?

Orbital & spin blocking 
due to Hund’s coupling 
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N=5

N=6

N=5

Low energy Kondo-like Hamiltonian

unless

Only diagonal Kondo coupling

Leads to coherence temperature:

25

I. Okada, K. Yoshida, 
Progress of Theoretical Physics 49, 1483 (1973).

+Schrieffer-Wolf tr.

What reduces Kondo screening?

Orbital & spin blocking 
due to Hund’s coupling 
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Overal trend consistent with Fe-As distance 

Hybridization with pnictogen
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Fluctuating moment

Thursday, January 12, 12



High spin states gain weight with 
Increased correlations,

fluctuating moment larger

Due to itinerancy, fluctuating moment 
reduced from 4µB to ~2.5µB!

Fluctuating moment
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High spin states gain weight with 
Increased correlations,

fluctuating moment larger

Due to itinerancy, fluctuating moment 
reduced from 4µB to ~2.5µB!

Only small fraction of the fluctuating moment orders! 

Fluctuating moment
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Orbital differentiation
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Too itinerant to order
kinetic frustruation large

eg orbitals too itinerant to contribute
 to static magnetic order 

Orbital differentiation
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Effective low energy hoppings

Kinetic frustration
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usually larger, but not 
when pnictogen height large!

Effective low energy hoppings

+ -

-

+

-

+

+

-

Kinetic frustration

Thursday, January 12, 12



+ -

+ -

usually larger, but not 
when pnictogen height large!

Destructive interference leads to kinetic frustration!

Effective low energy hoppings

+ -

-

+
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+

+

-

Kinetic frustration
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Fermi surface horrible for ordering!

Fermi surface
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No need for nesting in very 
Correlated compound CsFe2Se2!

Fermi surface
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Experiment: W. Z. Hu, et al, PRL 101, 257005 (2008).
Nakajima, M. et al. Phys. Rev. B 81, 104528 (2010).

Good agreement with experiment!

Correct plasma ωp:

DMFT  ~ 1.6eV
Exp      ~ 1.6eV
LDA     ~ 2.6eV

3 peak structure beyond SDW gap

Good agreement at high energy

Z. Yin, KH, G Kotliar, Nature Physics (2011).

Optics by DFT+DMFT (BaFe2As2)
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Optics at higher energy
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Very good  agreement  between LDA+DMFT  and experiment 
In the entire  frequency range.

Optics at higher energy
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Optical anisotropy predicted
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First two excitations 
only in AFM x-direction

Optical anisotropy predicted
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First two excitations 
only in AFM x-direction

Larger SDW gap in 
FM y-direction

Optical anisotropy predicted
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highway in AFM (x) direction

Pauli blocking
hinders 
electron hopping
In FM(y) direction

Z. P. Yin, KH, G. Kotliar, Nature Physics 2011. 

First two excitations 
only in AFM x-direction

Larger SDW gap in 
FM y-direction

Optical anisotropy predicted
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highway in AFM (x) direction

Pauli blocking
hinders 
electron hopping
In FM(y) direction

Z. P. Yin, KH, G. Kotliar, Nature Physics 2011. 

First two excitations 
only in AFM x-direction

Larger SDW gap in 
FM y-direction

QP want to decrease their kinetic energy
by choosing “best path” à orbital 

polarization

Optical anisotropy predicted
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DMFT prediction:
Nature Physics 7, 294 (2011) 

Experiment:
M. Nakajima, …,S Uchida,
PNAS 108, 12238 (2011).

1

2
3

Prediction verified by experiment 
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Density of states
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Density of states

SDW gap 
openning
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Density of states

SDW gap 
openning

Spin and 
orbital 
polarization
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Orbital polarization-low energy phenomena
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Orbital polarization-low energy phenomena
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Orbital polarization large at low energy 

Orbital polarization-low energy phenomena
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Orbital polarization large at low energy 
(within 300 meV)

Orbital polarization-low energy phenomena
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Spin polarization-high energy phenomena

Thursday, January 12, 12



Spin polarization-high energy phenomena
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Spin polarization large at high energy

Spin polarization-high energy phenomena
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Spin polarization large at high energy

Spin moment lives at high energy with orbital polarization at low energy
 

Spin polarization-high energy phenomena
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Dynamical structure factor
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Computed from the two particle response functions
using the fact that the irreducible vertex is local. 

Dynamical structure factor
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Computed from the two particle response functions
using the fact that the irreducible vertex is local. 

The two particle irreducible 
vertex function of the impurity  

The LDA+DMFT 
self-consistent lattice 

Green’s function

Dynamical structure factor
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Leland W. Harriger, Pengcheng Dai et al., arXiv:1011.3771

Spin wave for Heissenberg model

Dynamical structure factor
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Leland W. Harriger, Pengcheng Dai et al., arXiv:1011.3771

Spin wave for Heissenberg model

Isotropic exchange

Dynamical structure factor
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Leland W. Harriger, Pengcheng Dai et al., arXiv:1011.3771

Spin wave for Heissenberg model

Isotropic exchangeVery anisotropic exchange

Dynamical structure factor
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Leland W. Harriger, Pengcheng Dai et al., arXiv:1011.3771

Spin wave for Heissenberg model

Isotropic exchangeVery anisotropic exchange

DMFT

Dynamical structure factor
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Leland W. Harriger, Pengcheng Dai et al., arXiv:1011.3771

No anysotropy needed (above TS) to explain neutrons

Spin wave for Heissenberg model

Isotropic exchangeVery anisotropic exchange

DMFT

Dynamical structure factor
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NEUTRONS EXP: 
Leland W. Harriger, 
Pengcheng Dai et al., arXiv:1011.3771

LDA+DMFT

J. T. Park, D. S. Inosov, A. Yaresko, S. Graser, et al.,
Phys. Rev. B 82, 134503 (Oct 2010).

Dynamical structure factor
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Origin of peaks
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Fluctuating moment by neutrons:

Large fluctuating moment
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Experiment by Pengcheng Dai 

Fluctuating moment by neutrons:

~2.5µB/Fe

Large fluctuating moment
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f.m. in RPA calculation
(U=0.8eV, J=0.2eV)

f.m. in DMFTExperiment by Pengcheng Dai 

Fluctuating moment by neutrons:

~2.5µB/Fe

Large fluctuating moment
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f.m. in RPA calculation
(U=0.8eV, J=0.2eV)

f.m. in DMFTExperiment by Pengcheng Dai 

Large fluctuating moment can not be explained by a 
purely itinerant model.

The DMFT account for a dual nature of iron d 
electrons: itinerant and localized nature.

Fluctuating moment by neutrons:

~2.5µB/Fe

Large fluctuating moment
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CeCoIn5 CeRhIn5 CeIrIn5 PuCoG5

Tc[K] SC 2.3K N 3.8 K SC 0.4K 18.3K

Tcrossover ~50K ~50K ~50K ~370K

Cv/T[mJ/molK2] 300 400 750 100

CeCoIn5 CeRhIn5 CeIrIn5 CeCoIn5

CeXIn5

Ce

In

X

CeIn

In

Ce atom in cage of 12 In atoms

Properties can be tuned (substitution,
pressure, magnetic field) between

•antiferromagnetism
•superconductivity
•quantum critical point

AFM

SC
SC

AFM+SC

Heavy fermion materials (115)
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• Low temperature – 
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Crossover scale ~50K

in-plane

out of plane

• Low temperature – 
Itinerant heavy bands

• High temperature 
Ce-4f local 
moments

of cyclotron mass has a substantial dependence on the
applied magnetic field [4]. It is noted that the suppression
of the m! with increasing magnetic field was studied by
the spin-dependent mass [25–28] or the Zeeman effect
[29,30].

The continuous change of FS properties with T variation
is deeply related to the transport properties. Figure 3 pro-
vides the calculated resistivity for CeIrIn5 as a function of
T, which is compared to the experimental electrical resis-
tivity. The electrical resistivity is calculated using the
real part of the dc conductivity (!) [18] based on the
DFTþ DMFT spectral function near EF:

!"# ¼ $e2

V

X

k

Z
d!

!
$ df

d!

"
Tr½Aðk; !Þvk"Aðk; !Þvk%(:

Here " and % represent spatial coordinates. V, fð!Þ, and v
are the primitive volume, the Fermi Dirac distribution
function, and the velocity, respectively. The calculated
resistivities from low to high T are in good agreement
with the experimental resistivity. At high T, the electronic
carriers from dispersive spd bands become more and more
decoupled from localized electrons in the 4f shell; hence,
the carriers are scattered less at very high T. Upon cooling,
the hybridization among local moments and spd carriers
increases while the 4f electrons remain very incoherent
above 50 K, causing enhanced scattering mechanism for
electric carriers. Below the scale Tm

0 , the electrons in the 4f
shell also gain coherence which substantially suppresses
the resistivity. Therefore, the maximum resistivity is

observed near 50 K. Insets (a), (b), and (c) of Fig. 3
show the broadening of spectral weight at EF, calculated
at low, crossover, and high T, respectively. The broadening
corresponds to the scattering rate at the specific k point. It
is noted that the spreading of the spectral weight at cross-
over is wider than that at high or low T. This finding
confirms that the DFTþ DMFT calculation describes well
the crossover behavior of Ce 4f electrons with one

Tf
0 () 130 K) for the participation of 4f electrons in the

conduction and another Tm
0 () 50 K) for the formation of

coherent heavy electron 4f bands. The increase of the
scattering rate approaching Tm

0 from high T can be com-

prehended by the local Kondo effect scaled by Tf
0 . The

decrease from the maximum scattering rate with lowering
T is understood by the lattice coherence, which is consis-
tent with the meaning of Tm

0 .
We have examined the evolution of the heavy fermion

state using electronic structure methods. As shown in the
two-fluid phenomenology [14], the experimental studies of
other heavy fermion systems [31] as well as the slave boson
studies [32,33], the crossover from the high T regime, where
moments and quasiparticles coexist, to the low T Fermi
liquid heavy fermion state, has a rich structure characterized
by multiple energy scales. We have found that it is charac-
terized by multiple scales which have a clear correspon-

dence with physical observables. Tf
0 is the onset of the sharp

crossover where the small FS begins distorting towards the
low T FS. At a lower Tm

0 , composite quasiparticles formed
from f moments and conduction electrons emerge, and this
is signaled by a maximum of the resistivity. By that point,
the FS has reached a shape which is closer to its zero
temperature final value, but the material is not yet a Fermi
liquid, which is only reached at a much lower temperature
TFL. We can only put bounds for this quantity as being lower
than 10 K for the 115 material.
The theory can be tested using several techniques

such asARPES,Compton scattering, and scanning tunnelling
microscopy, which have been developed as powerful tools for
exploring the evolution of the electronic structure and are
currently under way [34]. Our theory predicts that both Tm

0

and Tf
0 increase as a function of pressure in the CeIrIn5

material. More generally, it would be interesting to follow
these scales as a function of control parameters such as
pressure and composition, to investigate the behavior of Tm

0

and Tf
0 in related materials which can be driven to a QCP.

We acknowledge useful discussions with Tuson
Park, David Pines, Frank Steglich, and Ki-Seok Kim.
This work was supported by the NRF (No. 2009-
0079947, No. 2010-0006484, and No. 2010-0026762),
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by the POSTECH BK21 Physics Division. K.H. was sup-
ported by NSF Grant No. NFS DMR-0746395 and an
Alfred P. Sloan fellowship. G.K. was supported by NSF
Grant No. DMR-0906943
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FIG. 3 (color online). The magnetic part (4f electron contri-
bution) of the resistivity as a function of T. The experimental
electrical resistivity is obtained by subtracting the resistivity of
LaIrIn5 from that of CeIrIn5 [5]. Insets (a), (b), and (c) show the
broadening changes of spectral weights at EF at low (10 K),
crossover (50 K), and high temperature (1000 K), respectively. !
means the direction from M to " in momentum space.

PRL 108, 016402 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

6 JANUARY 2012

016402-4

H.C. Choi, B.I. Min, J.H. Shim, K. Haule,  G. Kotliar,
Phys. Rev. Lett. 108, 016402 (2012). 
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• How does the crossover from localized moments 
to itinerant q.p. happen?
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• How does the crossover from localized moments 
to itinerant q.p. happen?

•How does the spectral 
weight redistribute?

• How does the hybridization gap look like in momentum 
space?

?

k

ω

A
(ω

)

•Where in momentum space 
q.p. appear?

• What is the momentum 
dispersion of q.p.?

Issues for the specific system
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(e

•At low T, very narrow q.p. peak
 (width ~3meV)

• SO coupling splits q.p.: +-0.28eV  

•Redistribution of weight up to very high
 frequency

SO

•At 300K, only Hubbard bands

J. H. Shim, KH, and G. Kotliar 
Science 318, 1615 (2007)

Temperature dep. of the local Ce-4f spectra
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Fujimori, 2006

Angle integrated photoemission vs DMFT

Thursday, January 12, 12



ARPES
Fujimori, 2006

Experimental resolution ~30meV, 
theory predicts 3meV broad band

Angle integrated photoemission vs DMFT
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ARPES
Fujimori, 2006

Experimental resolution ~30meV, 
theory predicts 3meV broad band

Surface sensitive at 122eV

Angle integrated photoemission vs DMFT
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Lower Hubbard band

Angle integrated photoemission vs DMFT
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ARPES
Fujimori, 2006

Lower Hubbard band

Angle integrated photoemission vs DMFT
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ARPES
Fujimori, 2006

Nice agreement for the
• Hubbard band position
•SO split qp peak

Hard to see narrow resonance 
in ARPES since very little weight 

of q.p. is below Ef

Lower Hubbard band

Angle integrated photoemission vs DMFT
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T-dep momentum resolved photoemission

spectral 
function: 
A(k,ω)
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T-dep momentum resolved photoemission

spectral 
function: 
A(k,ω)

H.C. Choi, B.I. Min, J.H. Shim, K. Haule,  G. Kotliar,
Phys. Rev. Lett. 108, 016402 (2012). 
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T-dep Fermi surface-topological change

Fermi  surface in the 
Γ plane

high -T

low -T
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T-dep Fermi surface-topological change

Fermi  surface in the 
Γ plane

high -T

low -T

H.C. Choi, B.I. Min, J.H. Shim, K. Haule,  G. Kotliar,
Phys. Rev. Lett. 108, 016402 (2012). 
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Typical heavy fermion at low T:
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Optical conductivity
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Hybridization gap
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Interband transitions across 
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Optical conductivity
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Typical heavy fermion at low T:

Narrow Drude peak (narrow q.p. band)

Hybridization gap

k

ω

Interband transitions across 
hybridization gap -> mid IR peak

CeCoIn5

F.P. Mena & D.Van der Marel, 2005 E.J. Singley & D.N Basov, 2002

Optical conductivity
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Typical heavy fermion at low T:

Narrow Drude peak (narrow q.p. band)

Hybridization gap

k

ω

Interband transitions across 
hybridization gap -> mid IR peak

CeCoIn5

no visible Drude peak

F.P. Mena & D.Van der Marel, 2005 E.J. Singley & D.N Basov, 2002
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Typical heavy fermion at low T:

Narrow Drude peak (narrow q.p. band)

Hybridization gap

k

ω

Interband transitions across 
hybridization gap -> mid IR peak

CeCoIn5

no visible Drude peak

no sharp 
hybridization gap

F.P. Mena & D.Van der Marel, 2005 E.J. Singley & D.N Basov, 2002
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Typical heavy fermion at low T:

Narrow Drude peak (narrow q.p. band)

Hybridization gap

k

ω

Interband transitions across 
hybridization gap -> mid IR peak

CeCoIn5

no visible Drude peak

no sharp 
hybridization gap

F.P. Mena & D.Van der Marel, 2005 E.J. Singley & D.N Basov, 2002

first mid-IR peak
at 250 cm-1

Optical conductivity
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Typical heavy fermion at low T:

Narrow Drude peak (narrow q.p. band)

Hybridization gap

k

ω

Interband transitions across 
hybridization gap -> mid IR peak

CeCoIn5

no visible Drude peak

no sharp 
hybridization gap

F.P. Mena & D.Van der Marel, 2005 E.J. Singley & D.N Basov, 2002

second mid IR peak
at 600 cm-1

first mid-IR peak
at 250 cm-1

Optical conductivity
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Optical conductivity in LDA+DMFT
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•At 300K very broad Drude peak (e-e scattering, spd lifetime~0.1eV) 
•At 10K: 

•very narrow Drude peak
•First MI peak at 0.03eV~250cm-1

•Second MI peak at 0.07eV~600cm-1

Optical conductivity in LDA+DMFT
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300K

Multiple hybridization gaps
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Ce
In

In

300K

e
V

10K

•Larger gap due to hybridization with out of plane In
•Smaller gap due to hybridization with in-plane In

Multiple hybridization gaps
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Curie-Weiss: µz
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 Coherence: T*~70K                

N. H. van Dijk, PRB 56, 14493 (1997).

µz
eff ~ 2.2 µB

Curie-Weiss: µz
eff ~ 2.2 µB

URu2Si2 heavy fermion with hidden order 

Thursday, January 12, 12



Moment 
screened

 Elec. cv: γ ~ 70 mJ/mol K2 
T*

 Coherence: T*~70K                

N. H. van Dijk, PRB 56, 14493 (1997).

µz
eff ~ 2.2 µB

Curie-Weiss: µz
eff ~ 2.2 µB

URu2Si2 heavy fermion with hidden order 
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Moment 
screened

 Elec. cv: γ ~ 70 mJ/mol K2 
T*

 Coherence: T*~70K                

Second order phase transition

SOPT: T0~17.8K

N. H. van Dijk, PRB 56, 14493 (1997).

µz
eff ~ 2.2 µB

Curie-Weiss: µz
eff ~ 2.2 µB

URu2Si2 heavy fermion with hidden order 
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•Moment is tiny 
   (likely small admixture of AFM phase) 

•Large loss of entropy can not be reconciled
  by small moment

•Some other symmetry breaks. 
   Hidden order parameter

                WHICH?

Hidden Order: The CMT dark matter problem
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Pseudo-gap opens at Tc: D. A. Bonn et al. PRL (1988). 

7.5 mev

Optical conductivity
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•Similar T0 and TN

•Almost identical thermodynamic 
	 quantities (jump in Cv), quantum osc.

E. Hassinger et.al. PRL 77, 115117 (2008)

• HO under pressure converted to AFM phase 
through 1st order transition

Adiabatic continuity between HO&AFM state
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The low energy resonance

A.Villaume, F. Bourdarot, E. Hassinger, S. Raymond, V. Taufour, D. Aoki, and J. Flouquet,
PRB 78, 012504 (2008)

Key experiment: Neutron scattering
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Partial DOS

J=4

Ground state atomic multiplet of f2 
configuration in tetragonal field

Only 35K!

|state>==|J=4,Jz>

Small effects on spd electrons
Large effect on U-f’s

Origin of gapping?
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Order parameter:

DMFT order parameter
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Order parameter:

Different orientation gives different phases: adiabatic continuity explained!
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Order parameter:

Different orientation gives different phases: adiabatic continuity explained!

Does not break the time reversal, nor C4 symmetry. It breaks inversion 
symmetry.

DMFT order parameter
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Order parameter:

Different orientation gives different phases: adiabatic continuity explained!

In the atomic limit:

Does not break the time reversal, nor C4 symmetry. It breaks inversion 
symmetry.

Moment only in z-direction!

DMFT order parameter
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XY-Ising 

crystal field: z direction

Magnetic moment:
 y-direction

Hexadecapole:
 x-direction

A toy model

The two broken symmetry states
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Mean field Exp. by E. Hassinger et.al. PRL 77, 115117 
(2008) 

Only two fitting parameters: Jeff
1 , Jeff

2
  

 determined by exp. transition temperature:

KH & G.Kotliar, arxiv: arXiv:0907.3892

HO&AFM in magnetic field
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hexadecapole

Goldstone mode

Symmetry is approximate

“Pseudo-Goldstone” mode
Fluctuation of m - finite mass

The exchange constants J 
are slightly different in the two phases (~6%) 

AFM 
 moment AFM 

 moment

“Pseudo Goldstone” 
mode

Neutron scattering experiments
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If you are : 
•looking for a postdoc
•interested in materials theory

Please apply to Rutgers NOW : 
haule@physics.rutgers.edu
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